Analytical Comparison of the Matched Filter and Orthogonal Subspace Projection Detectors in Structured Models for Hyperspectral Images

Peter Bajorski
Center for Quality and Applied Statistics
Rochester Institute of Technology
Peter.Bajorski@rit.edu

September 2005
Analytical Comparison of the Matched Filter and Orthogonal Subspace Projection Detectors in Structured Models for Hyperspectral Images

Peter Bajorski

Graduate Statistics Department, Rochester Institute of Technology
98 Lomb Memorial Drive, Rochester, NY 14623-5604
Email: Peter.Bajorski@rit.edu

ABSTRACT

In this paper, we perform an analytical comparison of two well-known detectors—the matched filter detector (MFD) and the orthogonal subspace projection (OSP) detector for the subpixel target detection in hyperspectral images under the assumption of the structured model. The OSP detector (equivalent to the least squares estimator) is a popular detector utilizing background signature information. On the other hand, the MFD is intended for a model without background information, and it is often used for its simplicity. The OSP detector seems to be more reliable because it removes the interference of background signatures. However, it has been demonstrated in the literature that sometimes the MFD can be more powerful. In this paper, we show analytical results explaining the relationship between the two detectors beyond the anecdotal evidence from specific hyperspectral images or simulations. We also give some guidelines on when the MFD may be more beneficial than the OSP, and when the OSP is better because of being more robust against a wide range of conditions.
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I. INTRODUCTION

The purpose of this paper is to perform analytical comparisons of the matched filter detector (MFD) and the orthogonal subspace projection (OSP) detector that would at least partially explain the behavior of these detectors in real hyperspectral images. A traditional theoretical approach to target detection is to assume a certain probabilistic model and then use the appropriate detectors (test statistics) that have good properties under the assumed model. For example, the OSP detector (equivalent to the least squares estimator) seems to be a reasonable detector for the structured model (containing the target and background signatures) considered in this paper. On the other hand, the MFD is intended for a different model since it is equivalent to the least squares estimator in the structured model containing only the target signature. As such, it may seem that the MFD (using less information) would be inferior to the OSP. However, in practice, the MFD may sometimes outperform the OSP as demonstrated by simulations in [10] (although for the whitened versions of these detectors). Practitioners often use the MFD for its simplicity because it does not require the knowledge (or estimation) of the background signatures. So, it would be useful to have a better understanding of the relationship between the two detectors beyond the anecdotal evidence from specific hyperspectral images or simulations.

In this paper, we investigate properties of both detectors under the same conditions, that is, for the more general structured model with the background signatures. We show analytical results explaining when the MFD outperforms the OSP and when the opposite is true. We also give some guidelines on when the MFD may be more beneficial than the OSP, and when the OSP is better because of being more robust against a wide range of conditions.

In Section II, we formulate the model assumed in this paper. In Section III, we introduce the MFD and OSP detectors and also list many other detectors introduced in the literature that are equivalent to one of these two detectors. Most of the equivalencies of the detectors are already known in literature, but they are not always well known among practitioners. We also show one new equivalency result by proving explicitly that the detector termed the signature space orthogonal projection classifier (SSC) in [1] is equivalent to the OSP detector. The main results concerning the detection power of the MFD and OSP are shown in Section IV, and conclusions are drawn in Section V.
II. Model Formulation

For the purpose of subpixel target detection, the following structured model is often used in the literature ([1], [2], [3], [4], [5]):

\[ r = d \cdot \theta + U \cdot \gamma + \epsilon \]  

(1)

where \( r \) is a \( p \)-dimensional vector (of reflectance or radiance, for example) of a pixel spectrum, \( d \) is a fixed known vector of the target spectrum, \( U \) is a fixed known matrix of background spectra as columns, and \( \theta, \gamma \) are the unknown target scalar abundance and the vector of background abundances, respectively. The error term \( \epsilon \) is assumed to follow the multivariate normal (Gaussian) distribution \( N(0, \sigma^2 I) \). The term \( \epsilon \) represents the effect of the noise in data. The background spectra \( U \) are sometimes called interference or undesired target spectra.

It should be emphasized that we do not explicitly assume the sum-to-one constraint that all abundances add up to 1 (or any stronger condition such as all non-negative abundances (except for non-negative target abundance)). We believe that such an additional constraint is desirable (based on the physical interpretation of abundances), but in some practical situations, it may not necessarily be strictly fulfilled. For example, when part of the pixel area is taken by low reflectance material (such as chalcopyrite shown later or carbon), it may not be identified as one of the background signatures in \( U \). Consequently, the sum of all abundances might be smaller than one. Other imperfections in the process of identifying the background signatures or in the assumption of perfect linearity in the mixing process may lead to negative abundances or their sum being larger than 1. So, the question is: when we see such imperfections, should we force the abundances to conform to the desirable constraints. Clearly, in the case of a missing low reflectance material, such procedures would lead to distortions in the estimation of the correct abundances.
This is not to say that we should not use the sum-to-one constraint. In this paper, most theoretical results and examples are discussed under the additional sum-to-one constraint. However, if we were to adhere strictly to the sum-to-one constraint, then instead of using the least-squares estimates such as the OSP, we should always use constrained least-squares estimates. As demonstrated in [12], the constrained signal detector (CSD) outperforms the OSP. One justification for using the OSP (which is still a popular choice) is that it is somewhat more general and may better address those imperfect situations.

The target detection problem is often defined in the literature as the hypothesis-testing problem for testing the null hypothesis $H_0 : \theta = 0$ versus the alternative hypothesis $H_1 : \theta > 0$. The abundance $\theta$ is assumed to be nonnegative according to its physical interpretation. At the same time, the background abundance vector $\gamma$ might be different for the two hypotheses, which we emphasize in the following notation (with $\theta > 0$):

$$
H_0 : \mathbf{r} = \mathbf{U} \cdot \gamma_0 + \mathbf{e} \\
H_1 : \mathbf{r} = \mathbf{d} \cdot \theta + \mathbf{U} \cdot \gamma_1 + \mathbf{e}
$$

III. DETECTORS

In this section, we discuss two detectors—the matched filter detector (MFD) and the orthogonal subspace projection (OSP) detector. We also point out that many other detectors are equivalent to these two detectors. In order to simplify the presentation, we will associate the word “detector” with one of the following (where the meaning will be clear from the context):

1. An operator $D : \mathbb{R}^n \to \mathbb{R}$.
2. A vector $\mathbf{w}$ defining a linear operator $D : \mathbf{r} \mapsto \mathbf{w}^T \mathbf{r}$.
3. The value of the operator $D(\mathbf{r})$.
4. A decision procedure indicating presence of the target when $D(\mathbf{r}) > c$, and its absence otherwise.
We would like to stress that two detectors differing by a constant (both in an additive and multiplicative sense) are equivalent in the sense of the meaning 4 above. Let us assume that a detector \( D(r) \) indicates the presence of the target when \( D(r) > c \), where \( c \) is an appropriately chosen constant (for example, to achieve a certain false alarm probability). We can define another detector \( D'(r) = a \cdot D(r) + b \) indicating the presence of the target when \( D'(r) > c' \) for \( a > 0 \) (and \( D'(r) < c' \) for \( a < 0 \)). Clearly, \( c' \) can be chosen as \( a \cdot c + b \), so that both detectors have the same detection effect and the same properties. These statements form a sufficiently formal proof of equivalence, but a more elaborate proof is included in [4] (Section IV).

A. Matched filter detector (MFD)

The matched filter detector (MFD) operating on the image spectrum \( r \) is defined as

\[
D_{MFD}(r) = \frac{d^T r}{d^T d} \tag{3}
\]

The scaling of MFD is chosen so that \( D_{MFD}(r) \) is an unbiased estimator of \( \theta \) in the following reduced (relative to (1)) model

\[
r = d \cdot \theta + \epsilon \tag{4}
\]

Clearly, \( D_{MFD}(r) \) is the same as the least squares (and maximum likelihood) estimator of \( \theta \) in model (4) (see [11]). However, we will see later on that \( D_{MFD}(r) \) is usually a biased estimator of \( \theta \) in the presence of the background in model (1).

B. Orthogonal subspace projection (OSP) detector

The orthogonal subspace projection (OSP) detector operating on the image spectrum \( r \) is defined as
\[ D_{\text{OSP}}(r) = \frac{d^T P_U^+ r}{d^T P_U^+ d} \] (5)

where \( P_U^+ = I - U \left( U^T U \right)^{-1} U^T \) is a projection on the subspace orthogonal to \( U \). The OSP detector was introduced in [7] (with a different scaling), and further investigated in many publications (recently, for example, in [6] and [14]). The connection with the regular unmixing through the least squares was pointed out in [8], where the author writes that “it is not clear what advantages the use of OSP has over the direct application of spectral unmixing” (p. 1046). We agree that the two approaches are formally equivalent; however, there are some advantages of using the OSP notation (5). The reason for using the OSP name and notation here is twofold—the OSP name is now broadly used in the detection literature, and the OSP in (5) gives an explicit formula for the least squares estimator of \( \theta \), which is convenient for some analytical considerations.

The OSP is a special case of a matched subspace filter (see [3]). It is also the least squares (and maximum likelihood) estimator of \( \theta \) in model (1) (see [8], [10], and Section VI.b in this paper). Table 1 shows some other equivalent forms of the OSP and MFD detectors.

There are also many other detectors discussed in the literature. For example, the constrained energy minimization (CEM) filter discussed in [15] and the target-constrained interference-minimized filter (TCIMF) presented in [16] turn out to be whitened versions of the MFD and OSP detectors (see [10]). Consequently, the results of this paper also apply to the CEM and TCIMF detectors after the appropriate corrections for whitening. More information about a wide range of subpixel target detectors can be found in references cited in this paper (especially in [2] and [6]). Also some other approaches to the model formulation are used in literature (in [17], for example).

IV. DETECTION POWER

Let us now discuss the relationship between hypothesis testing and practical target detection. In hypothesis testing, we need to know the distribution of \( D(r) \) (under the null hypothesis) in order to find the constant \( c \) that would guarantee
a certain false alarm probability (probability of type I error). In practical target detection in spectral images, such
distributions are usually not known, and at this point, there is no reliable method to find the appropriate constant \( c \). So,
practical target detection is based on calculating the values of \( D(\mathbf{r}) \) for all pixel spectra \( \mathbf{r} \), and associating a certain
number of highest values of \( D(\mathbf{r}) \) with detected targets. This is equivalent to considering certain values for \( c \) and
then observing false alarm rates (as estimates of the false alarm probability) rather than calculating the desired \( c \).

In the current target detection literature, we can identify three primary methods by which the detectors are evaluated:

i. A stochastic model for the spectrum \( \mathbf{r} \) is assumed (similar to our model (1)), and the distribution of \( D(\mathbf{r}) \) is
calculated, which leads to theoretical ROC curves (plots of probability of detection versus false alarm
probabilities) and power curves (plots of detection power (probability of detection) versus a parameter
measuring the departure from the null hypothesis (for example, the target abundance)).

ii. An artificial set of pixel spectra is created with predetermined knowledge of target pixels. In this case,
observed ROC curves (plots of detection rates versus false alarm rates) and observed power curves can be
plotted. By the “rate,” we mean the relative frequency of an event (detection or false alarm) as opposed to its
theoretical probability. When the set of pixel spectra is relatively small (for example, several hundred spectra
as in [1] and [5]), the results resemble those for the real images, that is, statements are made about the number
of pixels identified as containing the target, or simply detector values are reported. When the set of pixel
spectra is very large (for example, several thousand spectra as in [10]) and appropriately constructed, the
results can be regarded as simulated approximations of the theoretical values (such as those calculated in the
first type of study).

iii. A real spectral image is used, where the location of the target pixels is known. In this case, we also use
observed ROC curves, while the observed power curves are not usually practical because it is unlikely to find
a sufficient number of pixels with similar departures from the null hypothesis. For the same reason, the
observed ROC curves are not as “clean” as those constructed in the first type of study because the target
pixels are usually not homogeneous enough, that is, they may contain varying amounts of background
materials.
In the study type (iii), the constant \( c \) is not calculated, but instead, by changing its value, we observe a range of false alarm rates and resulting detection rates. The study type (i) resembles the statistical hypothesis testing situation, where the constant \( c \) is calculated, while the study type (iii) is somewhat different because we do not necessarily need to calculate \( c \). This point is further explored in this section.

We now want to compare the two detectors, MFD and OSP, under the assumption of model (1). It is a well-known result in linear models and target detection literature, that under the assumptions of model (1), the OSP statistic (5) follows the normal distribution \( \mathcal{N}\left(\theta, \left(\mathbf{d}^T \mathcal{P}_U \mathbf{d}\right)^{-1} \sigma^2\right) \). The situation is slightly more complex when model (1) is true, but we perform target detection without using the background signatures \( \mathbf{U} \), that is, we act as if model (4) were correct. In such a case, we would use the MFD detector given by (3). According to the theory of linear models ([11]), the MFD statistic (3) follows the normal (Gaussian) distribution

\[
D_{MFD}(\mathbf{r}) \sim \mathcal{N}\left(\theta + \mathbf{a}^T \mathbf{y}, \left(\mathbf{d}^T \mathbf{d}\right)^{-1} \sigma^2\right)
\]

under the assumptions of model (1), where \( \mathbf{a}^T = \left(\mathbf{d}^T \mathbf{d}\right)^{-1} \mathbf{d}^T \mathbf{U} \). The same result was obtained in [1] (but in a more complex form) for the TSC detector (equivalent to MFD) and then was simplified in [4]. This result means that the MFD statistic is a biased estimator of \( \theta \) under model (1) when \( \mathbf{a}^T \mathbf{y} \neq 0 \). Since under the null hypothesis \( H_0 \) in (2)

\[
D_{MFD}(\mathbf{r}) \sim \mathcal{N}\left(\mathbf{a}^T \mathbf{y}_0, \left(\mathbf{d}^T \mathbf{d}\right)^{-1} \sigma^2\right),
\]

the decision procedure \( D_{MFD}(\mathbf{r}) > c \) achieves the probability of a false alarm \( \alpha \) when

\[
c = c_{MFD} = \mathbf{a}^T \mathbf{y}_0 + \left(\mathbf{d}^T \mathbf{d}\right)^{-1/2} \mathbf{a} \cdot z_{1-\alpha},
\]

where \( z_{1-\alpha} \) is the \((1 - \alpha)\) percentile from the standard normal (Gaussian) distribution. Since the constant vector of abundances \( \mathbf{y}_0 \) is unknown, we cannot find the appropriate constant \( c \) such that the decision procedure \( D_{MFD}(\mathbf{r}) > c \) would achieve a specified probability of false alarm. However, in practical target detection, we do not really calculate \( c \) but rather associate the highest values of \( D_{MFD}(\mathbf{r}) \) with pixels containing the target, as explained at the beginning of this section. This approach is equivalent to trying different
values of $c$ and observing the properties of the decision procedure $D_{MFD}(r) > c$. We will use the same approach here. This also explains why we can use both the MFD and OSP detectors without knowing $\sigma$.

Using the above calculated value of $c_{MFD}$ and property (6) for $\gamma = \gamma_1$, we obtain the following formula for the detection power of the MFD

$$P_{MFD,a} = 1 - \Phi \left( z_{1-\alpha} - \frac{\sqrt{d^T d}}{\sigma} \left[ \theta + a^T (\gamma_1 - \gamma_0) \right] \right)$$

where $\Phi$ is the cumulative distribution function of the standard normal (Gaussian) distribution. Similar calculations for the OSP lead to the following formula for its detection power

$$P_{OSP,a} = 1 - \Phi \left( z_{1-\alpha} - \frac{\theta}{\sigma} \sqrt{d^T P_U^+ d} \right)$$

In order to simplify the analysis of detection power, we introduce the following notation:

$$B = \frac{\|d\theta\|}{\sigma} = \frac{\theta}{\sigma} \sqrt{d^T d}$$

and $\omega$ is the angle between $d$ and the subspace $\langle U \rangle$ generated by column vectors of $U$ ($0^\circ \leq \omega \leq 90^\circ$). That is,

$$\sin(\omega) = \frac{\sqrt{d^T P_U^+ d}}{\sqrt{d^T d}}.$$

In practice, $\omega \neq 0^\circ$ because $d$ is linearly independent of $U$, and usually $\omega \neq 90^\circ$ because two spectra (vectors of non-negative values) are never orthogonal except in some unrealistic cases. The angle $\omega$ could sometimes be $90^\circ$ if the spectra $r$ were mean-centered, but this is not considered in this paper. So, for the purpose of this paper, we will assume that $0^\circ < \omega < 90^\circ$. The parameter $B$ can be regarded as a signal to noise ratio (SNR) for the signal $d\theta$. The detection power of both detectors can now be expressed as

$$P_{MFD,a} = 1 - \Phi \left( z_{1-\alpha} - \Delta_{MFD} \right)$$

(9)
\[ P_{OSP, \alpha} = 1 - \Phi(z_{1-\alpha} - \Delta_{OSP}) \]  

(10)

where \( \Delta_{MFD} = B \left[ 1 + \frac{a^T (\gamma_1 - \gamma_0)}{\theta} \right] \) and \( \Delta_{OSP} = B \sin(\omega) \). We also define the efficiency of MFD versus OSP as

\[ Eff(MFD,OSP) = \frac{\Delta_{MFD}}{\Delta_{OSP}} = \frac{1 + \frac{a^T (\gamma_1 - \gamma_0)}{\theta}}{\sin(\omega)} \]  

(11)

Since \( \Delta_{OSP} \) is always positive (for \( 0^\circ < \omega < 90^\circ \)), we can say that the MFD has power larger than the OSP when \( Eff(MFD,OSP) > 1 \), and the OSP is more powerful when \( Eff(MFD,OSP) < 1 \). Additionally, negative \( \Delta_{MFD} \) (and consequently negative \( Eff(MFD,OSP) \)) indicates a very poor performance of MFD with \( P_{MFD,\alpha} < \alpha \). On the other hand, non-negative \( a^T (\gamma_1 - \gamma_0) \) is very beneficial to MFD as shown by Theorem 1 below. Some examples of non-negative \( a^T (\gamma_1 - \gamma_0) \) are shown later on in subsections B and C.

**Theorem 1.** Under the hypotheses (2) and the previous natural assumption that \( 0^\circ < \omega < 90^\circ \), the condition

\[ a^T (\gamma_1 - \gamma_0) \geq 0 \]

implies that

\[ P_{OSP, \alpha} < P_{MFD, \alpha} \]  

(12)

for \( \alpha \in (0,1) \).

Proof. This theorem is an obvious conclusion from (11) and from the theorem assumptions. \( \Box \)

Even though the MFD detection power depends (in general) on the abundances of the background materials, we are sometimes able to obtain useful boundaries that will tell us that the power is sufficiently large. To this end, the following theorem is helpful.

**Theorem 2.** Under the hypotheses (2), and the fully constrained case \( \theta + \sum_i \gamma_{1,i} = 1, \sum_i \gamma_{0,i} = 1 \), where \( \gamma_{1,i} \) and \( \gamma_{0,i} \) are non-negative coordinates of the vectors \( \gamma_1 \) and \( \gamma_0 \), respectively),
\[ \min_{\gamma_1, \gamma_0} P_{\text{MFD,} \alpha} = 1 - \Phi \left( z_{1-\alpha} - \frac{\sqrt{d^T d}}{\sigma} \left[ \theta - \max_i a_i + (1-\theta) \min_i a_i \right] \right) \]  

(13)

for \( \alpha \in (0,1) \), where \( a_i \)'s are coordinates of the vector \( a \).

**Proof:** Based on formula (7), we need to find the minimum of \( a^T (\gamma_1 - \gamma_0) \). Let \( k \) and \( m \) be such that \( \max_i a_i = a_k \) and \( \min_i a_i = a_m \). The term \( a^T (\gamma_1 - \gamma_0) \) is minimized when \( a^T \gamma_1 \) is as small as possible and \( a^T \gamma_0 \) is as large as possible (\( a \) is constant and \( \gamma_1, \gamma_0 \) are independent of each other). Due to the sum-to-one constraint, \( a^T \gamma_1 \) is the smallest when \( \gamma_{1,m} = 1-\theta \) and the remaining coordinates of \( \gamma_1 \) are zero. In the same fashion, \( a^T \gamma_0 \) is the largest when \( \gamma_{0,k} = 1 \) and the remaining coordinates of \( \gamma_0 \) are zero. Finally, some straightforward algebra leads to the right-hand side of (13). 

Theorem 2 is especially useful when the right-hand side of (13) leads to reasonably large values. This means that we can ensure a large power of the MFD for any combination of the background abundances \( \gamma_1 \) and \( \gamma_0 \). An example of this will be shown in Example 4 (Subsection B). On the other hand, when the right-hand side of (13) leads to very small values (for example, below \( \alpha \)), it means that we are not able to ensure reasonable MFD power uniformly over the range of background abundances. An example of this type of situation is shown in Example 3 (Subsection B).

We now consider several scenarios for a more detailed comparison of the detection power of both detectors.

### A. One-Dimensional Background

We now assume that

1. The matrix \( \mathbf{U} \) consists of only one background signature \( \mathbf{u}_1 \) (consequently \( \gamma \) is now a scalar)

2. The abundance coefficients sum up to 1, that is, \( \gamma_0 = 1 \) and \( \theta + \gamma_1 = 1 \)

This case is sometimes called “uniform background” (see [12]) because the background is always the same material, and it is partially replaced by the target in some pixels. From the second assumption, we have \( \gamma_1 - \gamma_0 = -\theta \). Now, the
vector $a$ becomes a scalar $a = \frac{\sqrt{\mathbf{u}_1 \cdot \mathbf{u}_1}}{\sqrt{\mathbf{d} \cdot \mathbf{d}}} \cos(\omega) = \frac{\cos(\omega)}{SBR(d, u_1)}$, where we define $SBR(d, u_1)$ as the Signal to Background Ratio according to the formula

$$SBR(d, u_1) = \frac{\sqrt{\mathbf{d} \cdot \mathbf{d}}}{\sqrt{\mathbf{u}_1 \cdot \mathbf{u}_1}}$$  \hspace{1cm} (14)

Finally, we have

$$\Delta_{MFD} = B \left[ 1 - \frac{\cos(\omega)}{SBR(d, u_1)} \right]$$  \hspace{1cm} (15)

**Theorem 3.** Under the hypotheses (2), the assumptions 1 and 2 of this section, and the previous natural assumption that $0^\circ < \omega < 90^\circ$,

$$P_{OSP, \alpha} \leq P_{MFD, \alpha}$$  \hspace{1cm} (16)

for $\alpha \in (0,1)$, if and only if

$$SBR(d, u_1) \geq \frac{1 + \sin(\omega)}{\cos(\omega)}$$  \hspace{1cm} (17)

and the equality holds in (16) if and only if the equality holds in (17).

**Proof:** From (9), (10), and (15), the inequality (16) is equivalent to $1 - \frac{\cos(\omega)}{SBR(d, u_1)} \geq \sin(\omega)$, which leads to

$$SBR(d, u_1) \geq \frac{\cos(\omega)}{1 - \sin(\omega)} - \frac{1 + \sin(\omega)}{\cos(\omega)} \quad \text{for } 0^\circ < \omega < 90^\circ.$$

The inequality (17) shows explicitly when the MFD outperforms the OSP (or vice versa) depending on the Signal to Background Ratio $SBR(d, u_1)$ and the angle $\omega$ between the target and the background. The border line (that is, when the power of both detectors is the same) is shown in Figure 1 in the system of coordinates of $SBR(d, u_1)$ on the vertical axis and the angle $\omega$ on the horizontal axis. For the cases above the line, the MFD performs better than the OSP, and for those below the line, the OSP performs better.

**Corollary 1.** Under the assumptions of Theorem 2, the OSP always outperforms MFD, when $SBR(d, u_1) \leq 1$. 
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**Proof:** The function \( \frac{1 + \sin(\omega)}{\cos(\omega)} \) is strictly increasing for \( 0^\circ \leq \omega < 90^\circ \), so \( \frac{1 + \sin(\omega)}{\cos(\omega)} > \frac{1 + \sin(0)}{\cos(0)} = 1 \geq SBR(d, u_i) \) for \( 0^\circ < \omega < 90^\circ \), and from Theorem 2, we conclude that \( P_{OSP, \alpha} > P_{MFD, \alpha} \) for \( \alpha \in (0, 1) \). \( \square \)

The above corollary tells us that when the target signal is weaker than the background signal, the OSP is a better detector. Figure 1 shows that for the large values of the angle \( \omega \) (close to \( 90^\circ \)), the OSP is also usually better unless the target signal is very strong. These results confirm the general understanding that the MFD might be better in some easier cases of subpixel target detection with easily visible targets, but the OSP may outperform the MFD in the more difficult cases when it is important to use the background information.

We now want to show two numerical examples with specific material spectra used in literature.

**Example 1.** The five spectral signatures used in Table 2 were intensively used in papers (for example, [1]) and in a recent book [6]. The spectra are shown in Figure 1.5 of the book [6]. The purpose of Table 2 is to show typical values of \( SBR(d, u_i) \) and \( \omega \). The top triangle part above the main diagonal of Table 2 shows values of \( \omega \) when one of the signatures is used as \( d \) and one of the remaining four signatures is used as \( u_i \). The maximum angle observed in Table 2 is below \( 33^\circ \), and some values are much lower. The bottom triangle part below the main diagonal of Table 2 shows values of \( SBR(d, u_i) \) when the row material is used as \( d \) and column material is used as \( u_i \). The signal to background ratio SBR for the other half of the table can be calculated as the inverse values of the \( SBR(d, u_i) \) values shown by using the obvious property: \( SBR(x, y) = SBR(y, x)^{-1} \). For \( \omega \) below \( 33^\circ \), \( SBR(d, u_i) \geq 1.85 \) would ensure dominance of MFD over OSP. However, most \( SBR(d, u_i) \) values in Table 2 are smaller than 1.85. To pinpoint the precise relationship between the OSP and MFD, Table 3 shows the \( Eff(MFD, OSP) \) values of the efficiency of MFD versus OSP defined in (11) and calculated according to the formula

\[
Eff(MFD, OSP) = \frac{1 - \cos(\omega)}{SBR(d, u_i) \sin(\omega)}
\] (18)
Most of the values in Table 3 are below 1, showing the dominance of the OSP, with many negative values indicating extremely poor performance of MFD ($P_{MFD,\alpha} < \alpha$). Table 3 is convenient in summarizing many possible choices for the target and background spectra. However, it does not tell us specific values of detection power, which depends on several other factors.

Figure 2 shows detection power for the two detectors when the dry grass spectrum is the target $d$ and the creosote leaves spectrum is the background $u_1$. The false alarm rate $\alpha$ is assumed to be 0.001 because we are mostly interested in low false alarm rates. The SNR parameter $B$ ranges from 0 to $\sqrt{10^{2.5}} \approx 17.78$, which is equivalent to $\theta$ ranging between 0 and 1, when the noise level $\sigma$ is such that $\frac{\sqrt{d^T d}}{\sigma} = 10^{2.5}$ (that is, $\frac{d^T d}{\sigma^2}$ equal to 25 dB, which is considered for example in [10]). If the noise level is lower (that is, $\frac{\sqrt{d^T d}}{\sigma} > 10^{2.5}$), then Figure 2 covers a narrower range of values for $\theta$. If the noise level is higher, then a certain left-hand-side fraction of Figure 2 covers the whole range of $\theta$ between 0 and 1. In this sense, Figure 2 is somewhat independent of the specific noise level assumed. In Figure 2, the performance of the OSP is only slightly better than that of the MFD, which is consistent with the value of $Eff (MFD, OSP) = 0.93$ from Table 3.

Figure 3 shows the case when the red soil spectrum is the target $d$ (while the background is still the creosote leaves spectrum) in a fashion similar to that of Figure 2. This time, the performance of the OSP is much better than that of the MFD, which is again consistent with the value of $Eff (MFD, OSP) = 0.49$ from Table 3.

We draw the following conclusions from Example 1 when a one-dimensional background is used. The blackbrush spectrum with low reflectance values can be much more easily detected when using the OSP, with almost no chance of detection with the MFD ($P_{MFD,\alpha} < \alpha$ because of the negative efficiency in Table 3). For detecting creosote leaves, the OSP is also much better unless it is on the blackbrush background. Dry grass has the highest overall reflectance (as
measured by $\sqrt{d^T d}$, and can usually be more easily detected by the MFD with the exception of the creosote leaves background, where the OSP is slightly better (due to a relatively large angle between the two materials). When blackbrush is the background material, any of the remaining materials can be more easily detected by the MFD.

**Example 2.** We now show some numerical results for the three material spectra used in [10]. The three reflectance spectra representing barite, chalcopyrite, and pyrite were downloaded from the USGS spectroscopy lab (see the appendix Section VI.c for details). The format of Table 4 is similar to that of Table 2, with values of the $\omega$ angle above the main diagonal and $SBR(d, u_1)$ below the main diagonal. Finally, Table 5 shows the $Eff(MFD,OSP)$ values in a format similar to that of Table 3. When barite is used as the target, the MFD dominates the OSP because the barite spectral curve is much higher than the spectral curves of the other two materials, and the $\omega$ angles are quite small. On the other hand, when barite is the background material, the MFD performs very poorly ($P_{MFD,a} < \alpha$).

Figure 4 shows the case when the pyrite spectrum is used as the target $d$, while the chalcopyrite spectrum is used as the background $u_1$ in a fashion similar to that of Figures 2 and 3. This time the MFD is much better than the OSP, which is again consistent with the value of $Eff(MFD,OSP) = 2.01$ from Table 5. When barite is used as the target spectrum (as in [10]), the dominance of the MFD is even stronger.

In this example, we conclude that higher [or lower] overall reflectance of the target (as measured by $\sqrt{d^T d}$) was a deciding factor in the dominance of the MFD [or OSP] because the angles among the materials were quite small.

**B. Two-Dimensional Background**

We now assume that

1. The matrix $U$ consists of exactly two background signatures
2. The abundance coefficients are non-negative and sum up to 1
and we introduce the following notation: \(a = [a_1, a_2]^T\), \(\gamma_0 = [s, 1-s]^T\), \(\gamma_1 = [t, 1-t-\theta]^T\), where \(0 \leq s \leq 1\) and \(0 \leq t \leq 1-\theta\). It is easy to see that \(a^T(\gamma_1 - \gamma_0) = (t-s)(a_1-a_2) - \theta a_2\). In an unlikely case when \(a_1 = a_2\),

\[\text{Eff}(MFD, OSP) = \frac{1-a_2}{\sin(\omega)},\]

which does not depend on \(s\) and \(t\) (so one of the detectors is consistently dominant for all choices of abundances). In the remaining part of this section, we assume that \(a_1 \neq a_2\). Without loss of generality, we can assume that

3. \(a_1 > a_2\).

Some straightforward algebra leads to the following two lemmas and a corollary under the assumptions 1-3 of this section.

**Lemma 1.** \(a^T(\gamma_1 - \gamma_0) \geq 0\) if and only if \(t \geq s + \frac{\theta a_2}{a_1-a_2}\).

**Lemma 2.** \(\text{Eff}(MFD, OSP) \geq 1\) if and only if \(t \geq s + \frac{\theta(\sin(\omega)-1+a_2)}{a_1-a_2}\).

**Corollary 2 (from Theorem 2).** For any choice of \(0 \leq s \leq 1\) and \(0 \leq t \leq 1-\theta\),

\[P_{MFD,a} \geq 1 - \Phi\left(z_{1-a} - \sqrt{d^T d} \left[\theta(1-a_2)-(a_1-a_2)\right]\right)\]  \(\text{(19)}\)

**Proof:** This corollary can be concluded from Theorem 2 or proved directly as follows. Since \((a_1-a_2)\) is positive, the expression \(a^T(\gamma_1 - \gamma_0) = (t-s)(a_1-a_2) - \theta a_2\) takes on the smallest value for \(t = 0\) and \(s = 1\). Hence, formula (7) leads to (19).

\[\square\]

**Example 3.** This example uses the same three reflectance spectra representing barite, chalcopyrite, and pyrite used in Example 2. The pyrite spectrum will represent the target \(d\), while barite and chalcopyrite spectra form the background matrix \(U\). In this case, \(\frac{a_2}{a_1-a_2} \approx 0.1015\) and \(\frac{\sin(\omega)-1+a_2}{a_1-a_2} \approx 0.0992\). From Lemma 1, we conclude that \(a^T(\gamma_1 - \gamma_0) \geq 0\) for any choice of \((s,t)\) within the triangle \(T_i = \{(s,t): 0 \leq s \leq 1-1.1015\theta, s + 0.1015\theta \leq t \leq 1-\theta\}\),
which is a non-empty set for positive \( \theta < \left( 1.1015 \right)^{-1} \approx 0.9 \). This shows an example when the assumptions of Theorem 1 are fulfilled (and consequently the MFD outperforms the OSP). Based on Lemma 2, the MFD outperforms the OSP for any choice of \((s, t)\) within a triangle \( T_2 = \{(s, t): 0 \leq s \leq 1 - 1.0992\theta, s + 0.0992\theta \leq t \leq 1 - \theta\} \), which is only slightly larger than \( T_1 \).

We now continue with Example 3 and investigate specific values of detection power of both detectors. Clearly, the detection power of the OSP does not depend on \((s, t)\). On the other hand, the detection power of the MFD highly depends on \((s, t)\). Numerical results show that inside of the \( T_1 \) triangle the power of the MFD is almost 1, and then it rapidly decreases around the boundary of the \( T_2 \) triangle (which is only slightly larger than \( T_1 \), as mentioned previously) along the line \( t = s + 0.0992\theta \), and finally reaches values close to 0 outside of the \( T_2 \) triangle. This indicates that the use of the MFD may be beneficial for certain configurations of the background abundances, but the MFD may perform very poorly for some other configurations. For more specifics, let us assume the noise level \( \sigma \) is such that \( \frac{\sqrt{d^T d}}{\sigma} = \sqrt{10^{2.5}} \) and \( \alpha = 0.001 \). Even at \( \theta = 0.9 \), the detection power of the OSP is only 0.13, while for \( \theta = 0.1 \), the OSP power is 0.002. Figure 5 shows the cross-sections of the MFD detection power for \( \theta = 0.1 \) as a function of the abundance \( s \) at various levels of \( t \). The first (solid) line on the left-hand side is for \( t = 0.1 \), and the subsequent lines are for \( t \) increasing by 0.1 until the last line (function) on the right-hand side for \( t = 0.9 \). We can observe rapid changes from the very large power (almost 1) for smaller values of \( s \) to the very small power (almost 0) for larger values of \( s \). This rapid change is happening in the vicinity of the boundary line \( t = s + 0.0992\theta \) as mentioned before.

It is interesting to notice that the right-hand side of (19) is always smaller than \( \alpha \) for the data in Example 3. This means that we are not able to ensure a reasonably large detection power of MFD in a uniform fashion for all background abundances, which is consistent with our observations from Figure 5.
Overall, we conclude that in the type of situation described in Example 3, it might be beneficial to use the MFD, especially when looking for targets taking only a relatively small fraction of a pixel (small \( \theta \)), when \( t \) is significantly larger than \( s \). However, the question is how can we know in practice that \( t > s \). Here is one possible scenario. When we expect two possible materials in the background, we can calculate \( a_1 \) and \( a_2 \). Let’s assume that \( a_1 > a_2 \). For example, the first material may have much higher reflectance as in our case with barite. If we expect that first material (let’s say barite) to be present together with the target material (pixels following the alternative hypothesis \( H_\nu \)) rather than on its own (pixels following the null hypothesis \( H_0 \)), then chances are that \( t > s \) and the MFD might be better. Otherwise, the OSP may be a more reliable detector.

**Example 4.** This example uses the same three reflectance spectra representing barite, chalcopyrite, and pyrite used in Example 3. This time, the barite spectrum will represent the target \( d \), while pyrite and chalcopyrite spectra form the background matrix \( U \). Figure 6 shows the detection power of the OSP (solid line) and the lower limit of the MFD power (dashed line), that is, the right-hand side of (19), as functions of the parameter \( \theta \). This means that for any \((s, t)\) combination, the MFD power is above the dashed line, which shows performance much better than that of the OSP.

Figure 6 is plotted for \( \frac{\sqrt{d'd}}{\sigma} = \sqrt{10^{2.5}} \); however, it is independent of the specific noise level \( \sigma \) in the sense explained in the context of Figure 2. It is worthwhile to mention that based on Corollary 2, one can show that the lower limit of the MFD power is larger than the detection power of the OSP if and only if

\[
\theta > \frac{a_1 - a_2}{1 - a_2 \sin(\omega)}
\]

and \( 1 - a_2 \sin(\omega) > 0 \). In our case \( 1 - a_2 \sin(\omega) \approx 0.788 \) and \( \frac{a_1 - a_2}{1 - a_2 \sin(\omega)} \approx 0.0846 \). This means that for small \( \theta \) (<0.0846) the OSP power curve is actually above the lower limit of the MFD power, but it is not significant from a practical point of view because both powers are very small in that case.
C. **Constant Background**

In this section, we assume that $\gamma_1 = \gamma_0$. Clearly, this is not possible under the sum-to-one constraint. However, as we pointed out in Section II, this constraint may not always be fulfilled perfectly. We agree that $\gamma_1 = \gamma_0$ is not likely to happen in practice, but it can be regarded as an approximation of a situation when the background is constant in the sense of being the same mixture of background materials whether or not the target is present (in a special case, it could also be one material with a constant abundance). When the target is present, it does not replace any other material, perhaps because of some imperfections such as those discussed in Section II. In the case of a one-dimensional background, $\gamma_1 = \gamma_0$ is more likely to happen (or be a good approximation) when $\theta$ is very small. For a two-dimensional background, it can also be considered as an approximation when $\theta$ is very small and $t = s$.

Clearly, when $\gamma_1 = \gamma_0$, then $\mathbf{a}^T (\gamma_1 - \gamma_0) = 0$ and the MFD dominates the OSP under the remaining assumptions of Theorem 1.

D. **Multi-dimensional Background**

Based on Theorem 2, the type of the analysis performed in Example 4 can also be applied to backgrounds with a larger than 2 number or material spectra. For example, if some additional background materials were added such that the $a_i$ coordinates of the vector $\mathbf{a}$ for those materials were between the two numbers, $a_1 = 0.158$ for pyrite and $a_2 = 0.091$ for chalcopyrite, then the dashed line in Figure 6 would still represent the lower limit of the MFD power (the OSP power would get smaller because the angle $\omega$ would get smaller).

If all $a_i$'s were exactly the same (which is of course unlikely), then the MFD power would not depend on $\gamma_1$ and $\gamma_0$, and $\text{Eff}(\text{MFD,OSP}) = \frac{1 - a_i}{\sin(\omega)}$, which is a generalization of a similar statement at the beginning of Subsection B.
V. CONCLUSIONS

The results obtained in this paper allow us to understand why and in what situations the MFD and OSP detectors may or may not work well. Theorem 1 shows a condition under which the MFD outperforms the OSP. It is then demonstrated in Example 3 that this condition may hold for a relatively broad range of the background abundances. Theorem 2 gives the lower limit of the MFD, which is then utilized in Example 4 to show a consistently large power of the MFD, when at the same time the OSP power is very small. In Subsection IV.A., we discuss the case of a one-dimensional background (also called a uniform background) and show exact conditions under which the OSP outperforms the MFD or vice versa. When the target signal is weaker than the background signal, then the OSP is a better detector (see Corollary 1). Only when the target signal is sufficiently strong (above the line shown in Figure 1), does the MFD become more powerful. The larger $\omega$ angle between the target and the background works in favor of the OSP with respect to the MFD (although both detectors are more powerful for larger $\omega$ angles). Specific numerical comparisons are performed in Examples 1 and 2.

Subsection IV.B. discusses the case of the two-dimensional background. Here the situation is more complex because the power of the MFD may vary depending on the background abundances. In Example 4, where the target signal is very strong as compared to the background spectra, the OSP power is very low, while the MFD power is quite large for sufficiently large $\theta$. In this case, we can certainly recommend the MFD as a better detector. On the other hand, the use of the MFD is risky in the type of situation described in Example 3, because the MFD power might be very small for certain values of the background abundances (although it can also be very large for some other values of abundances). In Example 3, we discuss a scenario when some additional information about the observed materials may help in reducing that risk. In Subsection IV.D., we show that some of the conclusions from the two-dimensional background can also be extended to backgrounds with more signatures.

Overall, we conclude that in many situations it is possible to decide which of the two detectors, the OSP or the MFD, should be used based on the target and background signatures. For sufficiently strong target signals, the MFD tends to be the detector of choice within the examples analyzed in this paper. On the other hand, for many other cases, the OSP may be a more reliable choice with the detection power independent of the background abundances.
VI. APPENDIX

A. Oblique projections

Assume that $\mathbf{H}$ and $\mathbf{S}$ are $p \times m$ and $p \times k$ full rank matrices, respectively, the composite $p \times (m+k)$ matrix $\mathbf{M} = [\mathbf{H} \ \mathbf{S}]$ has also full rank, and $m+k \leq p$. Denote by $\langle \mathbf{H} \rangle$ a linear subspace generated by columns of $\mathbf{H}$. Based on our assumptions, the linear subspaces $\langle \mathbf{H} \rangle$ and $\langle \mathbf{S} \rangle$ are linearly independent but not necessarily orthogonal. The oblique projection is an idempotent linear operator $E_{\mathbf{HS}}$ (that is, $(E_{\mathbf{HS}})^2 = E_{\mathbf{HS}}$) whose range is $\langle \mathbf{H} \rangle$ and whose null space is $\langle \mathbf{S} \rangle$. It can be shown that

$$P_M = E_{\mathbf{HS}} + E_{\mathbf{SH}}$$

which is easy to see geometrically or can also be concluded from identity (20) in [9]. In the same paper [9], it is shown that

$$E_{\mathbf{HS}} = \mathbf{H}\left(H^T P_S^\perp H\right)^{-1} H^T P_S^\perp$$

(B. Equivalency of Detectors)

In this section, we give more details and some derivations related to the equivalency of detectors as described in Table 1. It is known that the least squares estimates are obtained through an orthogonal projection onto the subspace generated by the deterministic part of the model (1), that is,

$$P_M \mathbf{r} = d \cdot \hat{\theta}_{LS} + \mathbf{U} \cdot \hat{\gamma}_{LS}$$
where \( M = [d \ U] \) is the composite matrix consisting of \( d \) and all columns of \( U \). The least squares estimator \( \hat{\theta}_{LS} \) of \( \theta \) in the model (1) can also be associated with the oblique projection, that is (see [9]):

\[
d \cdot \hat{\theta}_{LS} = E_{du}r
\]

which leads to

\[
d^T d \cdot \hat{\theta}_{LS} = d^T E_{du}r
\]

and together with formula (21), this gives

\[
\hat{\theta}_{LS} = \left( d^T d \right)^{-1} E_{du}r = \left( d^T d \right)^{-1} d^T \left( d^T P_U^+ d \right)^{-1} d^T P_U^+ r = \frac{d^T P_U^+ r}{d^T P_U^+ d}
\]

This is yet another confirmation that the OSP detector is equivalent to the least squares estimator of \( \theta \) in the model (1).

In [1], a detector called an oblique subspace projection classifier (OBC) is defined as

\[
D_{OBC}(r) = d^T E_{du}r
\]

From (23), OBC is proportional to \( \hat{\theta}_{LS} \), which is the same as the OSP detector. In [6] (Section 8.2.3), another version of the oblique projection detector is defined with additional scaling, which again is equivalent to OSP.

In [1], a detector called a signature space orthogonal projection classifier (SSC) is defined as

\[
D_{SSC}(r) = d^T P_U^+ P_M^+ r
\]

From (22),

\[
D_{SSC}(r) = d^T \left( P_U^+ \left( d \cdot \hat{\theta}_{LS} + U \cdot \hat{\theta}_{LS} \right) \right) = d^T P_U^+ d \cdot \hat{\theta}_{LS}
\]
which means that the SSC detector is another scaled version of the least squares estimator and the OSP detector. This also shows that

\[ D_{SSC}(r) = d^T P_U^T r \]

which is the same as the originally defined (see [7]) OSP detector (also called an \textit{a priori} OSP detector ([1], [6])). In [5], a detector called the least squares orthogonal subspace projection (LSOSP) is defined using exactly the same definition as SSC in (24) (see formula (30) in [5]). This means that LSOSP is equivalent to SSC and OSP.

C. Details on the data downloaded from the USGS spectroscopy lab

The three reflectance spectra representing barite, chalcopyrite, and pyrite were downloaded from the USGS spectroscopy lab (http://pubs.usgs.gov/of/2003/ofr-03-395/datatable.html). The barite file is identified as “Barite HS79.3B W1R1Bb AREF,” chalcopyrite as “Chalcopyrite S26-36 W1R1Bb AREF,” and pyrite as “Pyrite S142-1 W1R1Bc AREF.” We used only wavelengths between 0.4 and 1.8 \( \mu m \) and further reduced the data set to 88 spectral bands by taking every fourth band. The three spectra are plotted in Figure 3 in the paper [10] (“chalpy” represents chalcopyrite, and the chalcopyrite and pyrite labels were inadvertently switched [13]).
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Table 1. The equivalent forms of the MFD and OSP detectors

<table>
<thead>
<tr>
<th>Name</th>
<th>Equivalent Name</th>
<th>Defining Equation</th>
<th>Source explaining the equivalency</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFD</td>
<td>TSC</td>
<td>$D_{TSC}(\mathbf{r}) = \mathbf{d}^T P_U^\perp P_d \mathbf{r}$</td>
<td>[4]</td>
</tr>
<tr>
<td>OSP</td>
<td>SSC (or LSOSP)</td>
<td>$D_{SSC}(\mathbf{r}) = \mathbf{d}^T P_U^\perp P_M \mathbf{r}$</td>
<td>Appendix Section VI.b</td>
</tr>
<tr>
<td>OSP</td>
<td>OBC</td>
<td>$D_{OBC}(\mathbf{r}) = \mathbf{d}^T E_{du} \mathbf{r}$</td>
<td>Appendix Section VI.b</td>
</tr>
</tbody>
</table>

Table 2. Above diagonal: angles $\omega$ (in degrees) between spectra of five materials used in Example 1. Below diagonal: Signal to Background Ratio $SBR(\mathbf{d}, \mathbf{u}_i)$ where $\mathbf{d}$ is in rows and $\mathbf{u}_i$ in columns. The values in parentheses next to the material names are the Euclidian norms $\sqrt{\mathbf{d}^T \mathbf{d}}$.

<table>
<thead>
<tr>
<th></th>
<th>blackbrush</th>
<th>creosote leaves</th>
<th>dry grass</th>
<th>red soil</th>
<th>sagebrush</th>
</tr>
</thead>
<tbody>
<tr>
<td>blackbrush (3.11)</td>
<td>10.1</td>
<td>14.8</td>
<td>23.3</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td>creosote leaves (4.45)</td>
<td>1.43</td>
<td>24.1</td>
<td>32.7</td>
<td>7.4</td>
<td></td>
</tr>
<tr>
<td>dry grass (6.55)</td>
<td>2.10</td>
<td>1.47</td>
<td>12.5</td>
<td>17.0</td>
<td></td>
</tr>
<tr>
<td>red soil (5.09)</td>
<td>1.64</td>
<td>1.14</td>
<td>0.78</td>
<td></td>
<td>25.9</td>
</tr>
<tr>
<td>sagebrush (4.60)</td>
<td>1.48</td>
<td>1.03</td>
<td>0.70</td>
<td>0.90</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Efficiency of the MFD with respect to the OSP as defined in (11) and calculated according to (18) for the five materials used in Example 1.

<table>
<thead>
<tr>
<th></th>
<th>Blackbrush</th>
<th>creosote leaves</th>
<th>dry grass</th>
<th>red soil</th>
<th>sagebrush</th>
</tr>
</thead>
<tbody>
<tr>
<td>blackbrush</td>
<td>-2.31</td>
<td>-4.06</td>
<td>-1.27</td>
<td>-6.97</td>
<td></td>
</tr>
<tr>
<td>creosote leaves</td>
<td>1.77</td>
<td>-0.84</td>
<td>0.07</td>
<td>-0.20</td>
<td></td>
</tr>
<tr>
<td>dry grass</td>
<td>2.12</td>
<td>0.93</td>
<td>1.11</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td>red soil</td>
<td>1.11</td>
<td>0.49</td>
<td>-1.18</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>sagebrush</td>
<td>4.77</td>
<td>0.32</td>
<td>-1.24</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Above diagonal: angles $\omega$ (in degrees) between spectra of three materials used in Example 2. Below diagonal: Signal to Background Ratio $SBR(\mathbf{d}, \mathbf{u}_i)$ where $\mathbf{d}$ is in rows and $\mathbf{u}_i$ in columns. The values in parentheses next to the material names are the Euclidian norms $\sqrt{\mathbf{d}^T \mathbf{d}}$.

<table>
<thead>
<tr>
<th></th>
<th>barite</th>
<th>chalcopryte</th>
<th>pyrite</th>
</tr>
</thead>
<tbody>
<tr>
<td>barite (5.98)</td>
<td></td>
<td>11.9</td>
<td>7.3</td>
</tr>
<tr>
<td>chalcopryte (0.56)</td>
<td>0.09</td>
<td></td>
<td>12.3</td>
</tr>
<tr>
<td>pyrite (0.95)</td>
<td>0.16</td>
<td>1.71</td>
<td></td>
</tr>
</tbody>
</table>
Table 5. Efficiency of the MFD with respect to the OSP as defined in (11) and calculated according to (18) for the three materials used in Example 2.

<table>
<thead>
<tr>
<th></th>
<th>Barite</th>
<th>chalcopyrite</th>
<th>pyrite</th>
</tr>
</thead>
<tbody>
<tr>
<td>barite</td>
<td>4.40</td>
<td>6.59</td>
<td></td>
</tr>
<tr>
<td>chalcopyrite</td>
<td>-45.83</td>
<td>-3.14</td>
<td></td>
</tr>
<tr>
<td>pyrite</td>
<td>-40.84</td>
<td>2.01</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. The line of equality between the power of the OSP and the MFD detectors (for a one-dimensional background) in the system of coordinates of $SBR(d, u_1)$ on the vertical axis and the angle $\omega$ on the horizontal axis. The MFD performs better than the OSP for cases above the line, and worse than the OSP for those below the line.
Figure 2. Power curves for the OSP (solid line) and MFD (dashed line) detectors as functions of the SNR parameter $B (\alpha = 0.001)$ when the dry grass spectrum is the target $d$ and the creosote leaves spectrum is the background $u_1$ (Example 1).
Figure 3. Power curves for the OSP (solid line) and MFD (dashed line) detectors as functions of the SNR parameter $\bar{B}$ ($\alpha = 0.001$) when the red soil spectrum is the target $d$ and the creosote leaves spectrum is the background $u$, (Example 1).
Figure 4. Power curves for the OSP (solid line) and MFD (dashed line) detectors as functions of the SNR parameter $B$ ($\alpha = 0.001$) when the pyrite spectrum is the target $d$ and the chalcopyrite spectrum is the background $u_i$ (Example 2).
Figure 5. The detection power of the MFD ($\alpha = 0.001$, $\theta = 0.1$) as a function of the abundance $s$ at various levels of $t$. The first (solid) line on the left-hand side is for $t = 0.1$ and the subsequent lines are for $t$ increasing by 0.1 until the last line on the right-hand side (function) for $t = 0.9$. 
Figure 6. The detection power of the OSP (solid line) and the lower limit of the MFD power (dashed line), that is, the right-hand side of (19), as functions of the parameter $\theta$ ($\alpha = 0.001$).