ABSTRACT

Developers may follow a tedious process to find the cause of a bug based on code reviews and reproducing the abnormal behavior. In this paper, we propose an automated approach to finding and ranking potential classes with the respect to the probability of containing a bug based on a bug report description. Our approach finds a good balance between minimizing the number of recommended classes and maximizing the relevance of the proposed solution using a multi-objective optimization algorithm. The relevance of the recommended classes (solution) is estimated based on the use of the history of changes and bug-fixing, and the lexical similarity between the bug report description and the API documentation. We evaluated our system on 6 open source Java projects, using the version of the project before fixing the bug of many bug reports. The experimental results show that the search-based approach significantly outperforms three state-of-the-art methods in recommending relevant files for bug reports. In particular, our multi-objective approach is able to successfully locate the true buggy methods within the top 10 recommendations for over 87% of the bug reports.
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1. INTRODUCTION

A software bug is a coding error that may cause abnormal behaviors and incorrect results when executing the system [6]. After identifying an unexpected behavior of the software project, a user or developer will report it in a document, called a bug report [3]. Thus, a bug report should provide useful information to identify and fix the bug. The number of these bug reports can be large. For example, MOZILLA had received more than 420,000 bug reports [4]. These reports are important for managers and developers during their daily development and maintenance activities [11]. A developer always uses a bug report to reproduce the abnormal behavior to find the origin of the bug. However, the poor quality of bug reports can make this process tedious and time-consuming due to missing information. To find the cause of a bug, developers are not only using their domain knowledge to investigate the bug report, but interact with peer developers to collect additional information. An efficient automated approach for locating and ranking important code fragments for a specific bug report may lead to improving the productivity of developers by reducing the time to find the cause of a bug [11]. Most of the existing studies are mainly based on lexical matching scores between the statements of bug reports and the name of code elements in software systems [23]. However, there is a significant difference between the natural language used in bug reports and the programming language which limits the efficiency of existing approaches.

In this work, we start from the following observations. First, API documentation of the classes and methods can be more useful than the name of code elements or comments to estimate the similarity between code fragments and bug reports. Second, classes associated to previously fixed bug reports may be relevant also to the current report if these previously bug reports are similar to a current bug report. Third, a code fragment that was fixed recently is more likely to still contain bugs than another class that was last fixed long time ago. Fourth, a class that has been frequently fixed, tend to be fault-prone and may cause more than one abnormal behavior in the future. Finally, the recommendation of a large number of classes to inspect may make the process of finding the cause of a bug time-consuming.

To consider the above observations, we propose a comprehensive approach for bugs localization based on bug reports description. To this end, we propose, for the first time, to use a multi-objective optimization algorithm [7] to find a balance between maximizing lexical and history-based similarity, and minimizing the number of recommended classes. The problem is formulated as a search for the best combination and sequence of classes from all the classes of the system that optimize as much as possible the above two conflicting objectives.

We have executed an extensive empirical evaluation of 6
large open-source software projects with more than 22,000 bug reports in total based on an existing benchmark [26]. The results on the before-fix versions show that our system outperforms, on average, three state-of-the-art approaches not based on search techniques [26, 16, 28]. In particular, our search-based approach is able to successfully locate the true buggy methods within the top 10 recommendations for over 87% of the bug reports.

The primary contributions of this paper can be summarized as follows:

- To the best of our knowledge and based on recent surveys [14], the paper proposes the first search-based software engineering approach to address the problem of finding relevant code fragments for bug reports. The approach combines the use of lexical and history based similarity measures to locate and rank relevant code fragments for bug reports while minimizing the number of recommended classes.

- The paper reports the results of an empirical study with an implementation of our multi-objective approach. The obtained results provide evidence to support the claim that our proposal is more efficient, on average, than existing techniques [16, 26, 28] based on a benchmark of 6 open source systems. We also compared the results of our multi-objective approach with a mono-objective formulation to make sure that our objectives are conflicting.

The remainder of this paper is as follows: Section 2 is dedicated for the related work. Section 3 describes the proposed approach and the search algorithm. An evaluation of the approach and its results are explained in Section 4 while Section 5 further discusses the obtained results. Section 6 describes the threats to validity related to our experiments. Finally, concluding remarks and future work are provided in Section 7.

2. RELATED WORK

In this section, we survey different studies related to the areas of bug localization and search-based software engineering.

2.1 Bug Localization

The problem of bug localization can be considered as searching the source of a bug given its description. To address this problem, the majority of existing studies is based on the use of Information-Retrieval (IR) techniques through the detection of textual and semantic similarities between a newly given report and source code entities [23]. Several IR techniques have been investigated, namely the Latent Semantic Indexing (LSI) [9], Latent Dirichlet Allocation (LDA) [5] and the Vector Space Model (VSM) [21]. In addition, hybrid models extracted from these IRs techniques to tackle the problem of bug localization were proposed [26].

We summarize, in the following, the different tools and approaches proposed in the literature based on the above IR techniques. BugScout [16] is a topic-based approach using LDA to analyze the bug related information (description, comments, external links, etc.) to detect the source of a bug and duplicated bug reports. The main limitation of BugScout is the dependency of the results on the keywords entered by the user. DebugAdvisor’s [2] is a bug investigation system that takes as input a bug report in terms of text queries then uses them to mine existing fixed bug repository and generate a graph of possible reports. However, DebugAdvisor accuracy depends on the accuracy of the report’s description and its accuracy when describing the bug and its related code entities.

BugLocator [28] combines several similarity scores from previous bug reports for bug localization. It generates a VSM model to extract suspect source files for a given bug report. Then, BugLocator mines previously fixed bug reports along with related files involved to rank suspect code fragments. The main issue raised in this work is the prominence of the weight density to the noise in the large files. To overcome this limitation, [25] added segmentation and stack-trace analysis to improve the performance of the BugLocator approach. The limitation of this extension is that execution traces are not necessarily available in bug repositories.

BLUiR [20] has been proposed also to compare a bug report to the structure of source files. It decomposes reports into summaries and then uses the structural retrieval to calculate similarities between these tokenized elements and source code ones to rank source code files. Saha et al. [19] extended BLUiR to consider similar reports information, similarly to BugLocator as an additional similarity score. DHbPd [18] incorporated code change information for bug localization. The main idea is to consider recently changed source code elements as potential candidates for hosting a bug.

Ye et al. [26] has modeled the similarity between bug reports and source code through several characteristics that are captured through the use of 6 similarity features that describe the projects domain knowledge. The combination of these measures is fed to a ranking heuristic called learning-to-rank. The ranking model returns the top candidate source files to investigate for a given bug report. The main originality of their work is the use of projects API description and auto-generated documentation as one of the features to utilize to reduce the lexical gap between the human description and the source code.

In [27], Ye et al. extended their previous work by extending their ranking features utilized by learning-to-rank from 6 to 19. Besides the existing surface lexical similarity, API-based lexical similarity, collaborative filtering, code elements naming similarity, fixed bugs frequency, they included other source code characteristics that can be extracted from the projects such as summaries, naming conventions, inter-class dependencies etc. Although taking these features into account has given better results in terms of better files ranking, such information may not be available in all projects and sometimes it may be outdated and that may deteriorate the localizations accuracy.

We propose, in this paper, a more comprehensive approach to address the problem of bugs localization from different perspectives as detailed in the next sections.

2.2 Search-Based Software Engineering

Search-Based Software Engineering (SBSE) uses a computational search approach to solve optimization problems in software engineering [13]. Once a software engineering task is framed as a search problem, by defining it in terms of solution representation, fitness function, and solution change operators, there is a multitude of search algorithms that can
be applied to solve that problem.

Many search-based software testing techniques have been proposed for test cases generation [17], mutation testing [15], regression testing [22] and testability transformation. However, the problem of bugs localization was not addressed before using SBSE. The closest problem addressed using SBSE techniques is the bugs prioritization problem [8]. A mon-objective genetic algorithm was proposed to find the best sequence of bugs resolution that maximizes the relevance and importance of the bugs to fix while minimizing the cost. The main limitation of this work is the use of a mono-objective technique that aggregates two conflicting objectives. In the next section, we describe our formulation of bug localization as a multi-objective problem.

3. MULTI-OBJECTIVE FORMULATION

We first present an overview of our multi-objective approach to identify and prioritize relevant code fragments (e.g. classes) for bug reports, and then we describe the details of our multi-objective formulation.

3.1 Approach Overview

Our approach aims at exploring a large search space to find relevant classes, to inspect by developers, given a description of a bug report. The search space is determined not only by the number of possible class combinations to recommend, but also by the order in which they are proposed to the programmer. In fact, bug reports may require the inspection of more than one class to identify and fix bugs.

A heuristic-based optimization method is proposed based on two main conflicting objectives. The first objective is the correctness function that includes two sub-functions: 1.a) maximizing the Lexical similarity between recommended classes and the description of the bug report (including the API and name of code elements similarity), and 1.b) maximizing the history-based function score that includes the number of a recommended classes that have been fixed in the past, recent changes introduced by the developers to these classes and similarities with previous bug reports. The second objective is to minimize the number of recommended classes.

It is clear that these two objectives are conflicting since maximizing the relevance of recommended classes may leads to a lower precision and thus increases the number of recommended classes. Thus, we consider, in this paper, the task of localizing bugs as a multi-objective optimization problem using the non-dominated sorting genetic algorithm (NSGA-II) [7]. The proposed algorithm will explore a large search space of a combinatorial number of combinations of classes to recommend.

The general structure of our approach is sketched in Figure 1. It takes as input the source code of the program to be inspected, the API specifications of the classes of the system, the description of the bug report and a list of previous bug reports and the history of the applied changes in previous releases. Our approach generates as output a near-optimal sequence of ranked classes that maximizes the relevance to the bug report and minimizes the number of recommended classes. In the following, we describe an overview of NSGA-II, the solution representation, a formal formulation of the two objectives to optimize and the change operators.

3.2 NSGA-II

In this paper, we adapted one of the widely used multi-objective algorithms called NSGA-II [2]. NSGA-II is a powerful search method stimulated by natural selection that is inspired by the theory of Darwin. Hence, the basic idea of NSGA-II is to make a population of candidate solutions evolve toward the near-optimal solution in order to solve a multi-objective optimization problem. NSGA-II is designed to find a set of optimal solutions, called non-dominated solutions, also Pareto set. A non-dominated solution is the one which provides a suitable compromise between all objectives without degrading any of them. As described in Algorithm 1, the first step in NSGA-II is to create randomly a population \( P_0 \) of individuals encoded using a specific representation (line 1). Then, a child population \( Q_0 \) is generated from the population of parents \( P_0 \) using genetic operators such as crossover and mutation (line 2). Both populations are merged into an initial population \( R_0 \) of size \( N \) (line 5). As a consequence, NSGA-II starts by generating an initial population based on a specific representation that will be discussed later, using the exhaustive list of classes from the system to inspect given as input as mentioned in the previous section. Thus, this population stands of a set solutions represented as sequences of classes to inspect, which are randomly selected and ordered, for a specific bug report description taken as input.

Algorithm 1 High level pseudo code for NSGA-II

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Create an initial population ( P_0 )</td>
</tr>
<tr>
<td>2</td>
<td>Create an offspring population ( Q_0 )</td>
</tr>
<tr>
<td>3</td>
<td>( t = 0 )</td>
</tr>
<tr>
<td>4</td>
<td><strong>while</strong> stopping criteria not reached <strong>do</strong></td>
</tr>
<tr>
<td>5</td>
<td>( R_t = P_t \cup Q_t )</td>
</tr>
<tr>
<td>6</td>
<td>( F = \text{fast-non-dominated-sort}(R_t) )</td>
</tr>
<tr>
<td>7</td>
<td>( P_{t+1} = \emptyset ) and ( i = 1 )</td>
</tr>
<tr>
<td>8</td>
<td><strong>while</strong> (</td>
</tr>
<tr>
<td>9</td>
<td>Apply crowding-distance-assignment(( F_i ))</td>
</tr>
<tr>
<td>10</td>
<td>( P_{t+1} = P_{t+1} \cup F_i )</td>
</tr>
<tr>
<td>11</td>
<td>( i = i + 1 )</td>
</tr>
<tr>
<td>12</td>
<td><strong>end while</strong></td>
</tr>
<tr>
<td>13</td>
<td>( \text{Sort}(F_i, &lt; n) )</td>
</tr>
<tr>
<td>14</td>
<td>( P_{t+1} = P_{t+1} \cup F_i[N-</td>
</tr>
<tr>
<td>15</td>
<td>( Q_{t+1} = \text{create-new-pop}(P_{t+1}) )</td>
</tr>
<tr>
<td>16</td>
<td>( t = t + 1 )</td>
</tr>
<tr>
<td>17</td>
<td><strong>end while</strong></td>
</tr>
</tbody>
</table>

The whole population that contains \( N \) individuals (solutions) is sorted using the dominance principle into several fronts (line 6). The dominance level becomes the basis of a selection of individual solutions for the next generation. Fronts are added successively until the parent population \( P_{t+1} \) is filled with \( N \) solutions (line 8). When NSGA-II has to cut off a front \( F_i \) and select a subset of individual solutions with the same dominance level, it relies on the crowding distance to make the selection (line 9). This front \( F_i \) to be split, is sorted in descending order (line 13), and the first (\( N-|P_{t+1}| \)) elements of \( F_i \) are chosen (line 14). Then a new population \( Q_{t+1} \) is created using selection, crossover and mutation (line 15). This process will be repeated until
reaching the last iteration according to stop criteria (line 4).

The following three subsections describe more precisely our adaption of NSGA-II to the model change detection problem.

3.3 Solution Approach

3.3.1 Solution representation

To represent a candidate solution (individual), we used a vector representation. Each dimension of the vector represents a class to recommend for a specific bug report. Thus, a solution is defined as a sequence of classes to recommend for inspection by the developer to locate the bug.

When created, the order of recommended classes corresponds to their positions in the vector. The classes to recommend are dependent since a bug can be located in different classes. In addition, the goal is to recommend a minimum set of classes while maximizing the correctness objective.

![StackRenderer, CompositeRenderer, TrimUtil](Figure 2: Simplified Example of a Solution Representation)

**StackRenderer**  **CompositeRenderer**  **TrimUtil**

**Bug ID:** 378535  
**Summary:** “Close All” and “Close Others” menu options available when right clicking on tab in PartStack when no part is closeable.

**Description:** If I create a PartStack that contains multiple parts but none of the parts are closeable, when I right click on any of the tabs I get menu options for “Close All” and “Close Others”. Selection of either of the menu options doesn’t cause any tabs to be closed since none of the tabs can be closed.

**Reported:** 2012-05-04 14:03

![Figure 3: An Eclipse Bug Report Example](ID 378535)

Figure 3 describes a simplified solution generated to find possible relevant classes for the bug report of Figure 3 that shows an example of a bug report from the Eclipse project (ID 378535)\(^1\). This bug report describes a defect about incorrect menu options for parts that are not closeable. The solution consists of a sequence of three classes to inspect extracted from the Eclipse project.

3.3.2 Fitness functions

**Correctness objective:** This objective is defined as the average of two functions: lexical-based similarity (LS) and history-based similarity (HS). Thus, we formally define this function as:

\[
    f_1 = \frac{LS + HS}{2} \tag{1}
\]

The lexical-based similarity (LS) consists of an average of two functions. The first function is based on a cosine similarity [24] between the description of a bug report and the source code. We used the whole content of a source code file (the code and comments). The vocabulary was extracted from the names of variables, classes, methods, parameters, types, etc. We used the Camel Case Splitter to perform the Tokenization for preprocessing the identifiers [10].

During the tokenization process, we used a standard information retrieval stop words to eliminate irrelevant information such as punctuation, numbers, etc. In addition, the words are reduced to their stem based on a Porter stemmer. This operation reduces the deviation between related words such as designing and designer to the same stem design. Then, the cosine similarity measure is used to compare between the description of a bug report and the source code.

Equation 2 calculates the cosine similarity between two actors. Each actor is represented as an \(n\) dimensional vector, where each dimension corresponds to a vocabulary term. The cosine of the angle between two vectors is considered as an indicator of similarity. Using cosine similarity, the conceptual similarity between two actors: \(c_1\) and \(c_2\) is determined as follows:

\[
    \text{Sim}(c_1, c_2) = \cos(c_1, c_2) = \frac{c_1 \cdot c_2}{\| c_1 \| \times \| c_2 \|} = \frac{\sum_{i=1}^{n} (w_{1,i} \times w_{2,i})}{\sqrt{\sum_{i=1}^{n} (w_{1,i})^2} \times \sqrt{\sum_{i=1}^{n} (w_{2,i})^2}} \in [0, 1] \tag{2}
\]

where \(c_1 = (w_{1,1}, ..., w_{n,1})\) is the term vector corresponding to actor \(c_1\) and \(c_2 = (w_{1,2}, ..., w_{n,2})\) is the term vector corresponding to \(c_2\). The weights \(w_{i,j}\) is computed using information retrieval based techniques such as the Term Frequency - Inverse Term Frequency (TF-IDF) method. The first lexical similarity function is then defined as the sum of the of the cosine similarity scores between a description of a bug report and the source code of each the suggested classes divided by the total number of recommended classes.

As described in Figures 4 and 5, the description of the bug report example includes several similar words with one of the recommended classes to inspect, the class StackRenderer. Thus, the cosine similarity function applied between the source code of that class and the description of the bug report will detect such similarities. However, the only use of this similarity function may not be enough.

In fact, the text of a bug report is, in general, expressed in a natural language however the large part of the content

![Figure 4: A code fragment from the class StackRenderer](Image 317x575 to 558x738)
of a source code is described in a programming language. Thus, the similarity score between a bug report description and a source code will be higher in case of an extensive use of comments in the code or if the bug report clearly uses the names of code elements. To address this challenge, we propose to use an additional lexical similarity function.

The second lexical function is based on the use of cosine similarity between the bug report description and the API specification of each method of a recommended buggy class. Thus, it is defined as the sum of the maximum of the cosine similarity scores between a description of a bug report and each of the methods composing the suggested class divided by the total number of recommended classes.

As described in Figure 5, the class StackRenderer includes a variable uiElement having as a type MUIElement. Figure 5 shows the API specification of the MUIElement interface that includes different terms such as parts and menus that also exists in the bug report description of Figure 4. Thus, the lexical similarity between the API specification and the description of a bug report may also help to better identify relevant buggy classes.

The second component of the correctness objective is the history-based similarity. This measure is an average of three functions. The first function counts the number of times that a class was fixed to eliminate bugs based on the history of bug reports. In fact, a class that was fixed several times has a high probability of being a buggy class and includes new bugs. Formally, this function, normalized between [0,1], is defined as:

\[ H_1 = \frac{\sum_{i=1}^{\text{Size}(S)} \text{NbFixedBugs}(\text{report}, c_i)}{\text{Size}(S) \times \max(\text{NbFixedBugs}(\text{report}, c))} \] (3)

The second function checks if a recommended class was recently changed or fixed. In fact, a class that was modified recently has a higher probability of containing a bug. Thus, the function compares between the date of the bug report and the last date where the recommended class was modified. If a suggested class was modified on the same day of the bug report then the value of this function is 1. We define this normalized function, normalized in the range of [0,1], as follows:

\[ H_2 = \frac{\sum_{i=1}^{\text{Size}(S)} \frac{1}{\text{report.date}-\text{last}(\text{report}, c_i)+1}}{\text{Size}(S)} \] (4)

The third function evaluates the consistency between the recommended classes based on previous bug reports. The classes that are recommended together for similar previous bug reports have a high probability to include a bug evolving most of them. To this end, this function calculates first the cardinality, \( \text{Chr} \), of the largest intersection set of classes between the solution \( S \) and the sets of classes recommended for each of previous bug reports. Then, this measure is normalized as follows:

\[ H_3 = \frac{\text{Chr}}{\text{Size}(S)} \] (5)

### 3.3.3 Change operators

In a search algorithm, the variation operators play the key role of moving within the search space with the aim of driving the search towards better solutions. We used the principle of the Roulette wheel [12] to select individuals for mutation and crossover. The probability to select an individual for crossover and mutation is directly proportional to its relative fitness in the population. In each iteration, we select half of the population in iteration \( i \). These selected individuals will give birth to another half of the population of new individuals in iteration \( i+1 \) using a crossover operator. Therefore, two parent individuals are selected, and a few dimensions (recommended classes) picked on each one. The one point crossover operator allows creating two offspring \( P'_1 \) and \( P'_2 \) from the two selected parents \( P_1 \) and \( P_2 \). It is defined as follows: a random position, \( k \), is selected. The first \( k \) classes of \( P_1 \) become the first \( k \) elements of \( P'_1 \). Similarly, the first \( k \) operations of \( P_2 \) become the first \( k \) operations of \( P'_2 \). Our crossover operator could create a child that contains redundant recommended classes. In order to resolve this problem, for each obtained child, we verify whether there are redundant classes or not. In case of redundancy, we replace the redundant classes by randomly chosen ones from the system without causing another redundancy.

The mutation operator can be applied to pairs of dimensions of the vector selected randomly. Given a selected solution, the mutation operator first randomly selects one or many pairs of dimensions of the vector. Then, for each selected pair, the dimensions, which correspond to classes, are deleted or replaced by new classes. We used the same repair operator, described previously, to eliminate redundancy.

### 4. EVALUATION

In order to evaluate our approach for recommending relevant classes to inspect for bug reports, we conducted a set of experiments based on different versions of 6 open source systems. Each experiment is repeated 30 times, and the obtained results are subsequently statistically analyzed with the aim to compare our NSGA-II proposal with a variety of existing approaches not based on heuristic search [26, 16, 28] and a mono-objective formulation. In this section, we present our research questions and then

#### 4.1 Research Questions

In our study, we assess the performance of our approach by finding out whether it could identify the most relevant classes to inspect for bug reports. Our study aims at addressing the following research questions outlined below. We also explain how our experiments are designed to address these questions. The main question to answer is to what extent the proposed approach can propose meaningful bug localization solutions based on the description of a bug report.

To this end, we defined the following research questions:

- **RQ1.** (Efficiency) To what extent can the proposed approach identify relevant classes to localize bugs based on bug reports description?

- **RQ2.** (Comparison to search techniques) How does the proposed multi-objective approach based on NSGA-II perform compared to random search and a mono-objective approach?
To answer RQ1, we validate the proposed multi-objective technique on six medium to large-size open-source systems, as detailed in the next section, to evaluate the correctness of the recommended classes to inspect for a bug report. To this end, we used the following evaluation metrics:

- **Precision@k** denotes the number of correct recommended files in the top k of recommended files by the solution divided by the minimum number of files to inspect, in the ranked recommendations list, to localize the bug.
- **Recall@k** denotes the number of correct recommended files in the top k of recommended files by the solution divided by the total number of expected files to be recommended that contain the bug.
- **Accuracy@k** measures the percentage of bug reports for which at least one correct recommendation was provided in the top k ranked classes.

To answer RQ2, we compared, using the above metrics, the performance of NSGA-II with random search and a mono-objective genetic algorithm aggregating all the objectives into one objective with equal weight. If Random Search outperforms a guided search method thus, we can conclude that our problem formulation is not adequate. It is important also to determine if our objectives are conflicting and outperforms a mono-objective technique. The comparison between a multi-objective technique with a mono-objective one is not straightforward. The first one returns a set of non-dominated solutions while the second one returns a single optimal solution. To this end, for we choose the nearest solution to the Knee point [7] (i.e., the vector composed of the best objective values among the population members) as a candidate solution to be compared with the single solution returned by the mono-objective algorithm.


In the next section, we describe the different projects and the 10-fold cross-validation used in our experiments.

### 4.2 Software Projects and Experimental Setting

As described in Table 1, we used a benchmark datasets for six open-source systems [26].

- **Eclipse UI** is the user interface of the Eclipse development framework.
- **Tomcat** implements several Java EE specifications.
- **AspectJ** is an aspect-oriented programming (AOP) extension created for the Java programming language.
- **Birt** provides reporting and business intelligence capabilities.
- **SWT** is a graphical widget toolkit.
- **JDT** provides a set of tool plug-ins for Eclipse.

Table 1 shows the different statistics of the analyzed systems including the time range of the bug reports, the number of bug reports, the size, the number of APIs, and the number of fixed classes per bug report.

The total number of collected bug reports and associated classes is more than 22,000 bug reports for the six open source systems. All these projects are using BugZilla tracking system and GIT as a version control system. To avoid using a fixed code revision, we associated a before-fixed version of the system to each bug report. Therefore, for each bug report, the version of the software package just before the fix was committed was used in our validation.

Based on the collected data, we created two sets: one for the training data and the other for the test data. The bug reports for each system were sorted chronologically based on the time dimension. The sorted bug reports are then split into 10 folds with equal sizes, where fold_0 contains the most recent bug reports and the last fold fold_{10} contains the oldest ones. In addition, the oldest fold is split into 70% training (history of bug reports) and 30% validation. The approach is trained on fold_{i-1} and tested on fold_i, for all i from 1 to 9. The best recommended solution is then compared with expected solution of classes that contain the bug.

### 4.3 Parameters Tuning and statistical tests

Since metaheuristic algorithms are stochastic optimizers, they can provide different results for the same problem instance from one run to another. For this reason, our experimental study is performed based on 30 independent simulation runs for each problem instance and the obtained results are statistically analyzed by using the Friedman test with a 95% confidence level (\(\alpha = 5\%\)) [1]. The Friedman test is a non-parametric statistical test useful for multiple pairwise comparisons. The latter verifies the null hypothesis \(H_0\) that the obtained results of the different algorithms are samples from continuous distributions with equal medians, as against the alternative that they are not, \(H_1\). The p-value of the Friedman test corresponds to the probability of rejecting the null hypothesis \(H_0\) while it is true (type I error). A p-value that is less than or equal to \(\alpha (\leq 0.05)\) means that we accept \(H_1\) and we reject \(H_0\). However, a p-value that is strictly greater than \(\alpha (> 0.05)\) means the opposite. In this way, we could decide whether the superior performance of NSGA-II to one of each of the other algorithms (or the opposite) is statistically significant or just a random result.

The Friedman test allows verifying whether the results are statistically different or not. However, it does not give any idea about the difference in magnitude. To this end, we used the Vargha and Delaneys A statistics which is a non-parametric effect size measure. In our context, given the different performance metrics (such as Precision and Recall), the A statistics measures the probability that running an algorithm B1 (NSGA-II) yields better performance than
running another algorithm B2 (such as GA). If the two algorithms are equivalent, then A = 0.5.

An often-omitted aspect in metaheuristic search is the tuning of algorithm parameters. In fact, parameter setting influences significantly the performance of a search algorithm on a particular problem. For this reason, for each search algorithm and each system, we performed a set of experiments using several population sizes: 10, 20, 30, 40 and 50. The stopping criterion was set to 100,000 fitness evaluations for all search algorithms in order to ensure fairness of comparison. We used a high number of evaluations as a stopping criterion since our approach requires involves multiple objectives. Each algorithm was executed 30 times with each configuration and then the comparison between the configurations was performed based on different metrics described previously using the Friedman test. The other parameters values were fixed by trial and error and are as follows: (1) crossover probability = 0.4; mutation probability = 0.2 where the probability of gene modification is 0.1.

4.4 Results

4.4.1 Results for RQ1

The results of Table 2 and Figures 6 to 8 confirm the efficiency of our multi-objective approach to identify the most relevant classes for bug reports that include the bugs on the 6 open source systems. Table 2 shows the average precision@k results of our multi-objective technique on the different six systems, with k ranging from 5 to 20. For example, most of the recommended classes to inspect in the top 5 (k=5) are relevant with a precision of 89%. The lowest precision is around 70% for k=20 which is still could be considered acceptable since most of the bug reports do not have many classes to inspect. In terms of recall, Table 2 confirms that the majority of the expected classes to recommend are located in the top 20 (k=20) with an average recall score of 94%. An average of more than 72% of classes recommended in the top5 cover the expected buggy classes.

The average accuracy@k results on the different six systems are described in Table 2 showing that an average of 68%, 86%, 94% and 97% are achieved for k = 5, 10, 15 and 20 respectively. These results confirm that if we recommend only 10 classes to programmers, we can make correct recommendations for 86% of the thousands of collected bug reports for every system.

Figures 6 to 8 summarize the results of the precision@10, recall@10 and accuracy@10 for every of the studied systems. The obtained results clearly show that most of the buggy classes were recommended correctly by our multi-objective approach in the top 10 with a minimum precision of 78% for AspectJ, a minimum recall of 79% for Eclipse and a minimum accuracy of 82% for Eclipse as well. Thus, we noticed that our technique does not have a bias towards the evaluated system. As described in Figures 6-8, in all systems, we had almost similar average scores of precision, recall and accuracy. All these results based on the different measures were statistically significant on 30 independent runs using the Friedman test with a 95% confidence level (α < 5%).

To answer RQ1, the obtained results on the six open source systems using the different evaluation metrics of precision, recall and accuracy clearly validate the hypotheses that our multi-objective approach can recommend efficiently relevant buggy classes to inspect for each bug report.

4.4.2 Results for RQ2

Concerning RQ2, Table 2 and Figures 6 to 10 confirm that NSGA-II is better than random search and the three mono-objective formulations (LS, HS and GA) based on the three metrics of precision, recall and accuracy on all the 6 systems. Three mono-objective formulations were implemented:

1. with an equal aggregation of both objectives (GA);
2. a mono-objective algorithm with the only objective of lexical similarity (LS); and
3. a mono-objective algorithm with the only objective of history similarity (HS).

The average accuracy, precision and recall values of random search (RS) on the six systems are lower than 35% as...
This can be explained by the huge search space to explore to identify the best order of classes to inspect for bugs localization. The performance of the three mono-objective algorithms was much better than random search but lower than our multi-objective formulation. The aggregation of both objectives into one objective generates better results on all the six systems than the two other algorithms considering each objective separately. Thus, an interesting observation is the clear complementary between the history-based similarity function and the lexical-based measure. In fact, we found that the buggy classes that are not detected by one of the two algorithms were identified by the other algorithm. The average precision, recall and accuracy of each of the two algorithms (LH and HS) was between 67% and 72% but the aggregation of both objectives into one in our multi-objective formulation improve a lot the obtained results. In addition, since NSGA-II outperforms the mono-objective GA then it is clear that the two objectives of correctness/relevance and the number of recommended classes are conflicting.

All these results were statistically significant on 30 independent runs using the Friedman test with a 95% confidence level ($\alpha < 5\%$). We have also found the following results of the Vargha Delaney $A_\text{V}$ statistic: a) On large and medium scale systems (Birt, JDT, Eclipse UI and AspectJ ) NSGA-II is better than all the other algorithms based on all the performance metrics with an $A$ effect size higher than 0.93; b) On small scale systems (Tomcat, SWT), NSGA-II is better than all the other algorithms with a an $A$ effect size higher than 0.96.

We conclude that there is empirical evidence that our multi-objective formulation surpasses the performance of random search and mono-objective approaches thus our formulation is adequate (this answers RQ2).

### 4.4.3 Results for RQ3

Since it is not sufficient to compare our approach with only search-based algorithms, we compared the performance of NSGA-II with three different bugs localization techniques not based on heuristic search [26, 16, 28]. Table 2 and Figures 6 to 8 present the precision@k, recall@k and accuracy@k results for the 3 implemented methods, with $k$ ranging from 5 to 20. NSGA-II achieves better results, on average, than the other three methods on all six projects. For example, our approach achieved, on average, Precision@k of 90%, 84%, 73% and 69% are achieved for $k= 5, 10, 15$ and 20 respectively as described in Table 2. In comparison, BugLocator achieved an average Precision@k of 68%. BugScout and LR achieved an average Precision@k of 66% and 72%, respectively. Similar observations are also valid for the recall@k and accuracy@k.

Based on the results of Figures 6 to 8 Birt and Tomcat are two projects where LR performs close to the NSGA-II approach. For many bug reports in Birt, most of the buggy classes are those that have been frequently fixed in previous bug reports which explain the relatively high performance obtained by LR and NSGA-II. Since the bug fixing information is exploited by both the NSGA-II approach and LR, it is expected that they obtain the best performance results.

To answer RQ3, the obtained results on the six open source system using the different evaluation metrics of precision, recall and accuracy clearly validate the hypotheses that our multi-objective approach outperforms several bugs described in Table 2. This can be explained by the huge search space to explore to identify the best order of classes to inspect for bugs localization. The performance of the three mono-objective algorithms was much better than random search but lower than our multi-objective formulation. The aggregation of both objectives into one objective generates better results on all the six systems than the two other algorithms considering each objective separately. Thus, an interesting observation is the clear complementary between the history-based similarity function and the lexical-based measure. In fact, we found that the buggy classes that are not detected by one of the two algorithms were identified by the other algorithm. The average precision, recall and accuracy of each of the two algorithms (LH and HS) was between 67% and 72% but the aggregation of both objectives into one in our multi-objective formulation improve a lot the obtained results. In addition, since NSGA-II outperforms the mono-objective GA then it is clear that the two objectives of correctness/relevance and the number of recommended classes are conflicting.

All these results were statistically significant on 30 independent runs using the Friedman test with a 95% confidence level ($\alpha < 5\%$). We have also found the following results of the Vargha Delaney $A_\text{V}$ statistic: a) On large and medium scale systems (Birt, JDT, Eclipse UI and AspectJ ) NSGA-II is better than all the other algorithms based on all the performance metrics with an $A$ effect size higher than 0.93; b) On small scale systems (Tomcat, SWT), NSGA-II is better than all the other algorithms with a an $A$ effect size higher than 0.96.

We conclude that there is empirical evidence that our multi-objective formulation surpasses the performance of random search and mono-objective approaches thus our formulation is adequate (this answers RQ2).
Localization techniques not based on heuristic search.

5. DISCUSSIONS

Impact of Data Size. To evaluate the impact of increasing the size of the data used (history of previous bug reports and changes), we executed a scenario on the JDT project in which we increased the size of the dataset incrementally fold by fold until we include all the 9 folds in the dataset. It is clear from Figure 9 that for all the three metrics of Precision@k, Recall@k and Accuracy@k that increasing the size of the previous bug reports do not improve all the three metrics. This can be explained by the fact that recent bug reports and history of changes are the most important part of the data. The obtained results confirm also that our multi-objective approach did not require a large set of data to generate good results in terms of finding possible buggy classes for bug reports.

Execution time. We executed our multi-objective algorithm on a desktop computer with CPU Intel(R) Core(TM) i7 3.2 GHz and 20G RAM. Figure 10 presents the execution time performance of our approach. The average execution time on the different systems was around 18 minutes. The highest execution time was observed on the JDT system with 23 minutes and the lowest one was around 11 minutes for SWT. We believe that the execution is reasonable since bugs localization is not a real-time problem. We also found that the execution time is related to the number of files to parse and the history of bug reports.

6. THREATS TO VALIDITY

We explore, in this section, the factors that can bias our empirical study. These factors can be classified in three categories: construct internal and external validity. Construct validity concerns the relation between the theory and the observation. Internal validity concerns possible bias with the results obtained by our proposal. Finally, external validity is related to the generalization of observed results outside the sample instances used in the experiment.

In our experiments, construct validity threats are related to the absence of similar work that uses search-based techniques for bug’s localization. For that reason, we compared our proposal with different mono-objective formulations to check the need for a multi-objective approach. A construct threat can also be related to the corpus of manually localized bugs for every bug report. A limitation related to our experiments is the difficulty to set the thresholds for some of the parameters of Bug Locator. In fact, we used the default thresholds used by the authors that can have an impact on the quality of the generated results.

We take into consideration the internal threats to validity in the use of stochastic algorithms since our experimental study is performed based on 30 independent simulation runs for each problem instance, and the obtained results are statistically analyzed by using the statistical test with a 95% confidence level (α = 5%). The parameter tuning of the different optimization algorithms used in our experiments creates another internal threat that we need to evaluate in our future work by additional experiments to evaluate the impact of the parameters on the quality of the results.

External validity refers to the generalization of our findings. In this study, we performed our experiments on six different widely-used open-source systems belonging to different domains and with different sizes. However, we cannot assert that our results can be generalized to other applications, other programming languages, and to other practitioners.

7. CONCLUSION AND FUTURE WORK

We propose, in this paper, an automated approach to localize and rank potential relevant classes for bug reports. Our approach finds a trade-off between minimizing the number of recommended classes and maximizing the correctness of the proposed solution using a multi-objective optimization algorithm. The correctness of the recommended classes is estimated based on the use of the history of changes and bug-fixing, and the lexical similarity between the bug report description and the API documentation. We have executed extensive empirical evaluations on 6 large open-source software projects with more than 22,000 bug reports in total based on an existing benchmark. The results on the before-fix versions show that our system outperforms, on average, three state-of-the-art approaches not based on search techniques [16, 26, 28]. In particular, our search-based approach is able to successfully locate the true buggy methods within the top 10 recommendations for over 87% of the bug reports.

As part of our future work, we plan to evaluate our multi-objective approach on further projects in other different programming languages. In addition, we will extend our work to address the problem of the software bugs management and prioritization using multi-objective search techniques.
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