Displaying Confidence From Impertect
Automatic Speech Recognmition For Captioning

R-1-1

As the accuracy and latency of Automatic Speech

Recognition (ASR) technology improves over time, it
may become a viable method for transcribing audio
iput 1n real-ime for specific situations.

Such technology can provide access to spoken
language for people who are Deal or Hard of Hearing
(DHH). However, ASR 1s impertect and will remain
in that state tfor a while, thus there 1s a need for users
to cope with errors 1n the output.

My research focuses on how to best present captions
which make use of the ASR system’s word-level
confidence. Some findings from a prelimimary study 1s
presented along with a description of the proposed
solution.

Advances 1 speech and language technology can
benefit people who are DHH by enabling access to
information in the form of spoken language. Many of
those users currently benefit from a wide variety of
SErvIices American  Sign  Language
interpretation but in some situations DHH mdividuals
would not be able to use mterpreting due to their high
cost or Iimited availability.

such  as

Several researchers have already investigated the
application of ASR for DHH users and did not receive
satisfactory results due to the high Word Error Rate
(WER) 1 the output due to factors such as ambient
noise and multiple speakers. In contrast, my proposed
research selects a context which we suspect would
work better: live one-on-one meeting between a DHH
individual and a hearing person. My proposed solution
1s to display the ASR results on a mobile tablet device
viewable by the DHH participant during the meeting.
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Actual script: “which college career fairs they will be attending based on the candidate requirements”

Comprehension Results: We executed a
prelimmary study on 21 DHH students from RI'T
by creating a ficional meeting script and breaking
it up mto 12 “paragraphs” so we could use a latin
Fach  participant
answered 4 questions per paragraph relating to the
spoken content, and the mean scores (scaled to
1009%) tor each appearance style 1s displayed below.
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Preference Results: The same 21 DHH users

also answered several questions asking therr
opmnion of each appearance style. One such
question was “Did you like the style of captioning

mn this

video chp?” and the mean scores
We built a prototype tool i order to explore this (No=0/Yes=1) for each appearance style 1s
problem space and to answer our own research cdisplayed below.
questions. After a hiterature review, we settled on a list Preference Results E——
of 12 caption-appearance conditions that we could 1.00- B
: no_change
apply to the output of the ASR engine based on the bold_c
. 75 - bold _u
confidence value. We then designed and coded a e color ¢
. . . . O
PHP application that allowed us to display videos of a2, | .ZZ'I"L—“
mock meeting with ASR captions. DHH participants > T . t_u
viewed the wvideos on a laptop then answered 025 o | T =
. ) l ! : ;
comprehension and preference questions for the - Tl o
content and appearance style. o O S5 o 5 5 5 &= o 5 5 5 [ulgrayu
CA'R This material is based upon work supported by - 'Th_e LAT'_—?b § g8 83 38 ° S %

the National Technical Institute for the Deaf.

Center for Accessibility
and Inclusion Researc h

Technologies Laboratory



