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Abstract

We investigate a procedure for rapidly adding cali-
brated vehicle visible-near infrared (VNIR) paint signa-
tures to an existing hyperspectral simulator - The Digital
Imaging and Remote Sensing Image Generation (DIRSIG)
model - to create more diversity in simulated urban scenes.
The DIRSIG model can produce synthetic hyperspectral
imagery with user-specified geometry, atmospheric condi-
tions, and ground target spectra. To render an object pixel’s
spectral signature, DIRSIG uses a large database of re-
flectance curves for the corresponding object material and
a bidirectional reflectance model to introduce s due to ori-
entation and surface structure. However, this database con-
tains only a few spectral curves for vehicle paints and gen-
erates new paint signatures by combining these curves in-
ternally. In this paper we demonstrate a method to rapidly
generate multiple paint spectra, flying a drone carrying
a pushbroom hyperspectral camera to image a university
parking lot. We then process the images to convert them
from the digital count space to spectral reflectance with-
out the need of calibration panels in the scene, and port
the paint signatures into DIRSIG for successful integration
into the newly rendered sets of synthetic VNIR hyperspectral
scenes.

1. Introduction
The availability of large scale datasets has been an im-

portant factor in the ongoing success of deep neural net-
works - for example, the Mask R-CNN framework for im-
age instance segmentation [2, 12, 6]. Computer vision algo-
rithms often use synthetic data for training and testing deep
neural networks and then adapt them to the real data distri-
bution for application deployments [24, 3, 23, 18]. In com-
parison, research in hyperspectral imagery for these kind of
tasks is limited due to the cost of hardware and acquisition
of a wide variety of object signatures for input to synthetic
data simulators. Recently, AeroRIT established a baseline
on the task of semantic segmentation with hyperspectral im-
agery [16] by annotating all pixels in a flight line over a uni-

Figure 1: Examples of real and simulated hyperspectral data
from a parking lot (displayed as RGB). Left, an image chip
from the flight line (top) and the VNIR spectrum of digital
counts obtained from a region of interest sampled from the
yellow car (bottom). Right, a synthetic parking lot scene
with cars exhibiting several paint signatures (top) including
the radiance spectrum sampled from a yellow car (bottom).

versity campus. The authors show trained networks being
able to correctly identify vegetation, buildings and road pix-
els to a large degree while struggling with cars due to the
relatively low resolution and the atmospheric noise in the
scene. We hypothesize that synthetic imagery can help im-
prove the performance of such networks by providing bet-
ter initialization and a larger set of training samples. After
exploring the available simulators for hyperspectral scene
rendering, we find that current simulators are geared more
towards vegetation and cloud modeling, with few samples
for vehicle paints. To increase the number of available paint
samples, we fly a drone over a parking lot filled with cars
and devise a methodology to extract the digital count sig-
natures from the vehicles for modeling a new set of paint
signatures (Fig. 1).

Four well-known simulators that can render hyperspec-
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