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The classification of trace chemical residues through active spectroscopic sensing is challenging due to the lack of physics-based models that 

can accurately predict spectra. To overcome this challenge, we leveraged the field of domain adaptation to translate data from the simulated 

to the measured domain for training a classifier. We developed the first 1D conditional generative adversarial network (GAN) to perform 

 spectrum-to-spectrum translation of reflectance signatures. We applied the 1D conditional GAN to a library of simulated spectra and quantified 

the improvement in classification accuracy on real data using the translated spectra for training the classifier. Using the GAN-translated library, 

the average classification accuracy increased from 0.622 to 0.723 on real chemical reflectance data, including data from chemicals not included in 

the GAN training set.
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Introduction
Identifying trace amounts (≤200 µg cm−2) of chemicals 
on surfaces is a desirable capability for a wide range of 
defence, intelligence and law enforcement applications.1 
Chemicals of interest for these applications include 
explosives, chemical warfare agents, narcotics etc. 
Active long-wave-infrared (LWIR) spectroscopy, where 
“active” means an active illumination source is required, 
is arguably the only technique capable of achieving high- 
sensitivity standoff identification of trace chemicals on 

surfaces while achieving high areal coverage rates.2–4 A 
notional example of an active mid-infrared (MIR) hyper-
spectral imaging (HSI) system is shown in Figure 1. The 
system operates by measuring the spectral reflectance, 
or the portion of which is reflected back towards the 
sensor, of the target surface in the LWIR portion of the 
optical spectrum using quantum cascade lasers (QCL) as 
the illumination source3,5,6 and comparing the measured 
signature to a spectral library of reference signatures. 
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Because of the wide range of relevant applications 
for this type of technology, the spectral library often 
includes hundreds to thousands of reference chemicals. 
Associating a measurement with the signatures in the 
reference library is challenging not only because it is 
a many-to-one association problem, but also because 
there is overlap of spectral features among the many 
chemicals in the library.

Such a system might use one of several classes of 
chemical classification algorithms, including subspace 
methods, least squares approaches, machine or deep 
learning etc.8,9 to associate a measurement with a refer-
ence chemical signature. Machine and deep learning 
algorithms, in particular, have the benefit of being able to 
learn arbitrary rules to distinguish between data.10 Over 
the last two decades, neural networks (NN) or artificial 
neural networks (ANN) have become known as powerful 
machine learning tools for solving a variety of problems. 
More recent research efforts use 1D convolutional neural 
networks (CNNs) for classifying pixels in hyperspectral 
imagery.11 For example, Riese and Keller developed the 
LucasCNN for classifying soil in the Land Use/Cover Area 
Frame Statistical Survey (LUCAS) hyperspectral dataset.12

The major disadvantage in using any machine learning 
method for classification is that they require a large 
amount of training data.13 Therefore, it is common in many 
applications to train a classifier using simulated data.14 
Active spectroscopy of trace chemicals is one of those 
applications because it is time-consuming and inefficient 

to measure all combinations of chemicals, chemical form 
and substrate. However, developing a signature simula-
tion model for trace chemical classification applications 
is challenging due to the phenomenological complexi-
ties.15–28 This is problematic because the performance of 
machine learning classifiers degrades when the training 
data domain differs from the test data domain.29 Transfer 
learning has shown success in adapting already trained 
models for the application domain in a variety of classi-
fication experiments,30 but transfer learning techniques 
also require a substantial amount of relevant data and 
estimating the transferability from the training to testing 
data domains can be challenging.31

Related to transfer learning, domain adaptation has 
recently demonstrated significant utility in translating 
data between domains (e.g. from the simulated data 
domain to the measured data domain).32–38 Specifically, 
conditional generative adversarial networks (GANs), such 
as the pix2pix model, are used for image-to-image transla-
tion.39–41 Conditional GANs have also been used to adapt 
1D time-series data, such as audio, from one domain to 
another.42–45 However, these studies leverage existing 2D 
conditional GANs and apply them to 2D time–frequency 
representations (such as spectrograms) of the data rather 
than operating on the 1D signal directly. The research in 
this paper adapts the 2D pix2pix model to the 1D data 
domain for translating chemical reflectance signatures 
simulated by a physics-based model to the measured 
data domain. The end goal of this research is to present 
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Figure 1. A notional depiction of standoff trace chemical classification concept of 
operations (CONOPS) via an active spectroscopic instrument. The reference signa-
ture library is pertinent to the system’s ability to identify chemicals of interest.7
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a method for producing a library of more realistic spec-
tral signatures capable of achieving high classification 
accuracy, as compared to libraries generated from state-
of-the-art physics-based methods, in real active spectro-
scopic data.

This paper is structured as follows. The first section in 
Materials and methods explains the 1D conditional GAN 
approach for chemical model enhancement proposed 
in this research. The next section discusses the recent 
LucasCNN classifier for hyperspectral data and how it was 
used in this research to demonstrate the improvement 
made by the GAN. The available measured data used for 
analysis are described in the following section and the 
physics-based model used to generate simulated data is 
described in the subsequent section. The final section of 
Materials and methods explains the data preparation, and 
model testing and training steps for performing analysis. 
The Results section shows a comparison of chemical 
classification accuracy with and without the 1D condi-
tional GAN when classifying chemicals, including those 
not included in the GAN training set, as well as qualita-
tive comparisons between GAN outputs, physics-based 
simulations and measured reflectance. We conclude with 
a thoughtful discussion of the utility and appropriateness 
of the proposed approach.

Materials and methods
1D conditional GAN
We used the underlying pix2pix architecture46–48 as the 
design for our 1D conditional GAN for spectrum-to-spec-
trum translation. We refer to the pix2pix model as being 
2D as it operates on images of one or more channels. 
Most examples of the pix2pix model assume three-
channel square images. To convert the 2D pix2pix to a 
1D pix2pix model, we simply converted the 2D convo-
lutional layers in the generator and discriminator models 
to 1D convolutional layers with the number of channels 
set to the number of wavenumbers in the reflectance 
spectra. The upsampling layers were also converted to 
1D convolutional layers with outputs of the appropriate 
size for our spectral signatures. Figure 2 compares the 
discriminator network architecture of the published 2D 
pix2pix model and our converted 1D pix2pix model.

As demonstrated by Figure 2, we use the same overall 
discriminator network architecture as in the pix2pix 
paper.46 This architecture design is called the PatchGAN. 
We use a PatchGAN with a receptive field size of 70, 
which Isola et al. found to be optimal. Similarly, we keep 

the same architecture for the generator model, which 
uses the well-known U-Net design,49 and the same loss 
function as published by Isola et al.

Conditional GANs are trained on pairs of data (one 
input from the source domain and one corresponding 
input from the target domain). In this paper, the source 
domain consists of reflectance spectra simulated by a 
state-of-the-art physics-based model while the target 
domain consists of corresponding measured reflec-
tance spectra. The 1D conditional GAN is trained for 
10 epochs with a batch size of one spectrum pair. After 
training the GAN, we perform experiments using the 
generator portion of the model. The generator performs 
spectrum-to-spectrum translation of simulated inputs to 
produce outputs that represent data in the measurement 
domain. The translated data can then be used to train a 
chemical classifier.

Chemical classification
The main goal of this work is to improve chemical classi-
fication performance using translated spectra. To demon-
strate this, we compare classification accuracy when the 
classifier training data includes simulated data only versus 
simulated and/or translated data. We use the LucasCNN 
model as the classification algorithm for these experi-
ments. For each experiment, the model is trained for 10 
epochs using a batch size of 128. We provide details on 
the training and test data in the next sections.

Chemical reflectance data
The chemical samples used in this research were provided 
by Johns Hopkins University Applied Physical Laboratory 
(JHU/APL). JHU/APL prepared various substrate samples 
with chemical residue contamination at a range of 
concentrations. Trace chemical residue is defined as the 
film-like residue that remains on a surface after the evap-
oration of a solvent that contained the chemical. The 
solid chemicals were first dissolved in a solvent and then 
evenly airbrushed over the substrates using a mechanical 
arm. In total, JHU/APL prepared nine different chemicals 
on eight different substrates, though not all of the chem-
icals were used on all of the substrates. The active LWIR 
hyperspectral reflectance measurements were collected 
by the QCL-based HSI system developed by Block 
MEMS for the IARPA SILMARILS (Standoff ILluminator 
for Measuring Absorbance and Reflectance Infrared Light 
Signatures) programme.5,6,50 The system wavenumber 
range was about 980–1290 cm−1. The measurement area 
was about 2.5 × 2.5 cm2 with a 1 mm pixel size on target.5 
After data acquisition, the images were preprocessed 
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by computing the median reflectance across the image 
pixels to estimate the overall reflectance spectrum and 
reduce noise.

We define two datasets used for testing the output 
of the GAN. Dataset 1 (DS1) includes measurements of 
chemicals that are used for both training and testing the 
GAN. Dataset 2 (DS2) includes chemicals not included 
in the GAN training set used for testing only. Testing on 

DS2 allows us to determine how the technique performs 
on “new” chemicals (i.e. those that the sensor has not 
previously measured).

For DS1, we limit the data to those chemicals and 
substrates for which we have at least one measurement 
for each unique pair (three chemicals and four substrates 
in this case). In total, DS1 contains 69 measurements 
of the three chemicals (aspirin, pentaerythritol and 

(a) (b)

Figure 2. (a) The 2D pix2pix discriminator network architecture. (b) Our converted 1D pix2pix discriminator network 
 architecture. 2D convolutional and upsampling layers are converted to 1D convolutional layers.



C.P. Murphy and J. Kerekes, J. Spectral Imaging 10, a2 (2021) 5

saccharin) on the four different substrates (cardboard, 
glass, high-density polyethylene (HDPE) and rough 
aluminium) at concentrations ranging from 50 µg cm−2 to 
150 µg cm−2. The breakdown of measured samples per 
chemical, substrate and concentration in DS1 are shown 
in Table 1.

For DS2, we selected caffeine,  lactose and 
naproxen as the new chemicals from the sample set 
provided by JHU/APL. DS2 includes measurements 
on three of the four substrates included in DS1—
cardboard, glass and rough aluminium—for a total of 
42 measurements. The number of samples for each 
chemical, substrate and concentration in DS2 are 
shown in Table 2.

The conditional GAN needs pairs of source (simulated) 
and target (measured) domain spectra for training. We 
use a physics-based simulator for producing source 
data inputs corresponding to the measurements.

Physics-based signature model for chemicals 
on surfaces
This work considers reflectance signatures of trace 
chemical residues. The physics-based model used for 
predicting trace chemical residue reflectance signa-
tures in this research is the sparse transfer matrix (STM) 

model.7 STM is designed to specifically handle the 
physics of trace chemical residue. STM assumes a thin 
liquid film with sparse coverage in the contaminated 
area. The regions containing chemical are assumed to 
have a non-uniform thickness that follows a log-normal 
distribution.

The STM model has three parameters the user must 
set:7 the particle diameter mean and standard devi-
ation, and the substrate scale factor. The range of 
parameter values used in this study are summarised 
in Table 3. The particle diameter follows a log-normal 
distribution with mean and standard deviation as 
shown in the table. Information for setting these 
parameter values can be found in Murphy et al.7 To 
create the DS1 and DS2 data pairs, we varied the 
STM parameters in Table 3 to find the best fit for 
each measurement for a total of 69 corresponding 
simulated–measured data pairs in DS1 and 42 pairs 
in DS2. Both the simulated and real data used for 
this analysis consist of 200 wavenumbers from 
980 cm−1 to 1290 cm−1 with an 1.55 cm−1 spacing and 
are normalised to be between –0.5 and 0.5 prior to 
training the GAN and between 0 and 1 prior to training 
the classifier to be consistent with the pix2pix40 and 
LucasCNN12 papers.

Substrate/chemical Aspirin Pentaerythritol Saccharin

Cardboard 14 at 50 µg cm−2 15 at 50 µg cm−2
2 at 50 µg cm−2

3 at 100 µg cm−2

Glass 1 at 100 µg cm−2 2 at 150 µg cm−2 6 at 100 µg µg cm−2

High-density polyethylene (HDPE) 2 at 100 µg cm−2 3 at 100 µg cm−2 2 at 100 µg cm−2

Rough aluminium 7 at 100 µg cm−2
5 at 100 µg cm−2 5 at 100 µg cm−2

1 at 150 µg cm−2 1 at 150 µg cm−2

Table 1. The number of measured samples and their concentrations for each unique chemical/substrate 
 combination in DS1.

Substrate/chemical Caffeine Lactose Naproxen
Cardboard 15 at 50 µg cm−2 — —

Glass
1 at 50 µg cm−2 1 at 50 µg cm−2 1 at 100 µg cm−2

6 at 100 µg cm−2

3 at 150 µg cm−2 3 at 100 µg cm−2 2 at 150 µg cm−2

Rough aluminium 3 at 100 µg cm−2 3 at 50 µg cm−2
1 at 100 µg cm−2

3 at 150 µg cm−2

Table 2. The number of measured samples and their concentrations for each unique 
 chemical/substrate combination in DS2.
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Data augmentation and model training and 
testing
Neither DS1 nor DS2 contain sufficient samples for 
training a classifier or GAN. To augment the datasets 
for training and testing the classifier, we replicate each 
simulated–measured data pair for a total of 100 entries 
per pair and add white Gaussian noise with a 1 % stan-
dard deviation to each. Additionally, we add a random 
gradual slope in magnitude of up to ±20 % of the total 
magnitude and a random wavenumber shift between 
±4.65 cm−1 to each pair for training and testing the GAN. 
The random wavenumber shift is similar to the random 
jitter that is typically used in image-based GAN applica-
tions for data augmentation and has also been shown 
to work well in deep learning models trained on 1D 
time-series data.51 In addition to increasing the number 
of unique samples for training, the data augmentation 
steps also increase the model’s robustness to common 
calibration errors in active spectroscopic data. The 
random slope adds robustness to slight reflectance cali-
bration offsets while the wavenumber shift adds robust-
ness to calibration errors in the QCLs (i.e. wavenumber 
drift52).

The 1D conditional GAN is trained using a subset of 
augmented DS1 data. (We chose to train a single GAN 
for all sample types in this research as a full chemical 
library typically contains hundreds or more chemicals. 
For applications with fewer targets and/or backgrounds 
of interest, it may be beneficial to train individual GANs 
for each class type.) To obtain training and testing data, 
DS1 is split across unique measurements with stratifica-
tion across the chemical label. That is, all 100 data pairs 
derived from a particular measurement exist entirely 
in either the training or test set. For example, all the 
data corresponding to aspirin on glass exist in either 
the training or test set since there is only one measure-
ment of this sample type. We use a training ratio of 
0.8 such that we have 5500 data pairs for training and 
1400 for testing in DS1. The normalised simulated and 
measured reflectance signatures are centred about zero 
magnitude for training the GAN.53 After the GAN is 

trained, we compare classification accuracy using the 
full STM-simulated library and the translated version 
of this library with the LucasCNN model. The trans-
lated version of the library is the output of the trained 
generator model given the simulated library. A separate 
LucasCNN model instance is trained for each library. 
Both model instances are tested on the same measured 
data from the DS1 test set as well as all the measured 
data from DS2. Due to the unequal number of samples 
per class in DS1, we perform a 10-fold training/test data 
split and average classification accuracy results across 
the 10 experiments, retraining the GAN and LucasCNN 
models each time.

Results
After training each 10-fold iteration of the GAN, we 
compute the classification accuracy of the LucasCNN 
model on measured data when training with the simu-
lated versus translated data. We compute the overall 
classification accuracy (i.e. we sum the number of chemi-
cals identified as belonging to a particular class across all 
iterations and divide by the total number of test measure-
ments per class). The average ratios of correct and incor-
rect chemical predictions are shown in Figure 3 for each 
classifier training method: using the library simulated by 
the STM model and translated by the generator portion 
of the GAN. Overall, the translated library produced by 
the generator model(s) increases the classification accu-
racy from 0.622 to 0.723.

A more qualitative result is shown in Figure 4. Measured 
spectra of saccharin on glass are shown on the same 
plot as their corresponding simulations and their corre-
sponding translated spectra, respectively. As shown in 
Figure 4, even the best fits from the STM simulation 
model do not provide a perfect fit to the measured data. 
The translated spectra, however, provide a strong fit to 
the measured data. Note, the measured spectra shown 
in these results were taken from the test set rather than 
the training set.

Parameter Experiment values
Mean particle diameter 0.1–10.0 µm
Particle diameter standard deviation 0.10–1.26 µm
Substrate scale factor 0.1–10.0

Table 3. STM tuneable parameters and their values used for our 
experiments.
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Discussion
The initial results of this research suggest 1D conditional 
GANs may be very promising in enhancing spectroscopic 
libraries for chemical classification problems. However, 
the reader is encouraged to consider the trade-offs 
for their specific problem before applying these tech-
niques. For example, the 1D conditional GAN used in this 
study was trained on all classes at once. This is sensible 
for applications where robustness to a large variety of 
targets and backgrounds is desired. Trace chemical iden-
tification is an example of this type of application as we 
typically have hundreds to thousands of signatures in the 

reference library (though only a small handful were used 
in this study). In cases where only a few targets or back-
grounds are considered, it may be more beneficial to train 
one unique 1D conditional GANs per class.

When using any GAN approach, it is generally desired 
to have a large and complete training dataset. Data 
augmentation as performed in this study is often useful 
in improving model robustness.51 Specifically, our initial 
experiments used only the first data augmentation step 
(adding white Gaussian noise) prior to training the GAN. 
The resulting generator models performed poorly on 
the new chemical data in DS2. Adding the varying slope 
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Figure 3. Normalised confusion matrices for each LucasCNN model training method when testing on the meas-
ured test data from DS1 and all of DS2. Training the LucasCNN model on the STM-predicted library (left) gives 
an overall classification accuracy of 0.622 across all chemicals. The GAN-translated library (right) gives an overall 
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Figure 4. Measured spectra of (left) 50 µg cm−2 of aspirin on cardboard and (right) 100 µg cm−2 of saccharin on glass 
are shown by the black curves. The corresponding STM predictions are shown by the dotted red curves while the 
corresponding data translations from the GAN are shown by the dotted blue curves. Overall, the GAN translations 
provide a better match to the measured data.
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and wavenumber shifts in the data greatly improved the 
model’s robustness and applicability to data that is very 
different from the training data. However, the data trans-
lation only improved the fit to measured data for some 
chemicals and not all. More data and future research is 
required to increase the 1D conditional GAN’s robust-
ness on new chemicals and/or substrates.

Summary
In this work, we present a novel concept for enhancing 
trace chemical reflectance signature predictions. We 
begin with the physics-based STM signature model for 
simulating chemical residue reflectance. We suggest 
that though the model is best-suited for modelling 
chemical residue phenomenology, there are some 
limitations in its ability to fit to real data. To solve this 
problem, we developed the first 1D conditional GAN 
for spectrum-to-spectrum translation. The 1D condi-
tional GAN translates the STM-simulated library from 
the simulation domain to the measurement domain. 
These translated spectra can be used to form a more 
realistic signature library for direct application to classify 
spectroscopic imagery or point spectra. We demon-
strate the performance of the GAN on point spectra 
by comparing classification accuracy with and without 
data translation applied to the classifier training data. 
When classifying real chemical spectra, the classifi-
cation accuracy improves from 0.622 to 0.723 after 
applying data translation to the classifier training library. 
The 1D conditional GAN shows promise for translating 
active spectroscopic reflectance signatures to the meas-
ured data domain, though the reader is encouraged to 
consider the implications of this work before applying 
the model for their own research.
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