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Problem Description

Small Capital Bank (SCB) is a novel loan company.

We have been tasked to advise SCB on their current loan
decision making process and loan portfolio health.
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Problem Description

= Decision Boundary (Model)
= Mitigation of Bias

= Portfolio Performance



Data Preprocessing
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Datasets
Dataset 1 Dataset 2
Loan portfolio (2017-2018) Current loan applications

Used to build our model Where our model will be applied
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Datasets (cont.)

There were features in Dataset 1 that were not contained In
the Dataset 2 and needed to be removed to avoid what is

known as “Data Leakage”.

Dataset 1 Dataset 2

877986 rows x 47 columns 495242 rows = 39 columns
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Datasets (cont.)

Because we are predicting if a person will/will not default,
this is called a classification problem.

Unbalanced classification problem >

Mame: loan status, dtype: inté4
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Exploratory Data Analysis
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Exploratory Data Analysis (cont.)

Python
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Predictive Model
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Predictive Model
R—

Hyperparamete ; Predict on
Simplicity J Decision Tree tuning w/ Geft;::g:)er;ant test datatset

GridSearchCV & upload

valuate the important feature:
rl>ut into model—]

Scaling . Predict on
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EDA Cleaning Encoding Selection st Comple XGBoost tning w! features e
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Predictive Model Selection

Three models were constructed

= Decision Tree
«  Simplicity
- AdaBoost
«  Worked well with unbalanced datasets

= XGBoost
* A good at everything” machine learning algorithm
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Final Predictive Model Selection

] XG B O O St Cache awareness a'nd Reg.ul.arization.fo'r
* High base F1 score (0.93) out-of-core computing avoiding overfitting

° Hyperparameter tuning S
@

Efficient
handling of
missing data

= “Scale_pOS_Welght” using depth-first h’b
XGBoost

approach
 Industry standard ML model
‘ ’@ In-built cross-
validation

Parallelized
tree building
capability
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What factors Influenced the Model?

BN score
loan_monthly_payment

loan_amount

annual_income

gender

fi_mortgage_account

fico_range_high

loan_term_36_months

employment_length_10_years

loan_interest_rate

age

0 0 100 150 200 50 300 350 400
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Competition Comparison
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Bias




RIT

Rochester Institute of Technology | 18

Protected Classes

= Regulation of Al and ML Models
* Use in employment decisions
* Future regulation

= Protected Classes

* 8 major categories
= Focus on Age

Source: https://www.eeoc.gov/newsroom/eeoc-launches-initiative-artificial-intelligence-and-algorithmic-

fairness#:~:text=%E2%80%9CBias%20in%20employment%20arising%20from,anti%2Ddiscrimination%20laws%20still%20apply.
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Loan Discrimation based on Age

Percentage of Favorable Loan Status
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Bias Mitigation Solution

3 Techniques:
1. Pre-processing premcessng ) SIS = T ﬂm
2. In-processing
3. Post-processing o M [ S—

Debaising

y

Post-processing Trr?gét;st »Odds-equalizin » Deploy model
Train/test . .
model = Reject-option = Deploy model




RIT

Rochester Institute of Technology | 21

Reweighing Example

Number of positive outcomes per class
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Reweighing Effects on Model Performance

Before Reweighing After Reweighing

Balanced accuracy = 0.6703 Balanced accuracy = 0.6557



Portfolio Performance
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A Healthy Portfolio?

Portfo i 0O = High Proportion of Paid Loans
High Loan Profitability Ratio
Performance
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Is SCB’s Portfolio Healthy?
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SCB 2017-2018 Loan Portfolio

Current Loans

Portfolio
Statistics

Paid Loans

Defaulted Loans
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SCB 2017-2018 Loan Portfolio

(Current Loans Predicted)

Paid Loans

Portfolio
Statistics

Defaulted Loans
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Mean Profitability Ratios
Mean of Paid Loans 1.12
Mean of Defaulted Loans 0.40
M ean o 36 Month Loans 0.46
PI’O_fItabHIty 60 Month Loans 0.30
Ratl 0S Mean of Paid & Defaulted Loans 0.93
Mean of Current Loans 0.25
Mean of Current Loans (Predicted) 1.16
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Portfolio Profitability Ratios

DO I’tfo | | O Paid & Defaulted Loans 091
D ro f | t ab | | | ty All Loans (Current Predicted) 1.10
Ratios
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Factors Affecting Profitability

= Paid Loans
* [Interest Rate

Time to Default

Average Months to Default (All) 15

= Defaulted Loans
« Loan Completion
* [Interest Rate

Average Months to Default (36 Month) 15

Average Months to Default (60 Month) 16
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Is SCB’s Portfolio Healthy?



Recommendations
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Increase Profitability

= Ensure Loan Repayment
« Avoid high risk borrowers

= 36 vs 60 Month Loans
- Difference in default profitability
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Using our Model

Our XGBoost model is an effective prediction tool
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Bias Mitigation

= Changing Data Collection
= Reweighing

Number of positive outcomes per class Number of positive outcomes per class
B Over40 [l Under 40 B Over40 [ Under 40
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Questions?



