Objective

Have you ever wondered how Spotify knew what songs you might like or dislike? If so, how did they do it? What type of features did they use to predict if a user would like a certain song or not? Which features are most important? These are all imperative questions in trying to accurately classify unseen Spotify songs based on a user’s music taste.

Introduction

I conducted this research because I was curious if I could use Machine Learning to understand my Spotify listening patterns. This led me to develop a program to acquire my listening data using the Spotify API. I was able to acquire 1,000 songs worth of labeled data. 500 liked songs and 500 disliked songs. Each song contains 13 features that describe the content of the song itself. Some of these features include energy, tempo, mode, danceability, etc.

Methodology

Conducted Exploratory Data Analysis on the full dataset. Then, I split the data into training and testing, 80 and 20% respectively. Next, I created a pipeline to scale down numerical values and one-hot-encode categorical values. I used these transformed values to train 5 different models and find the best performing model.

Results

The top 3 performing models on the training set were the Support Vector Machine (84.13%), Logistic Regression (82.25%), and Gradient Boosted Tree (82%). I decided to hyperparameter tune the Gradient Boosted Tree and Support Vector Machine and evaluate it on the test set. The Support Vector Machine had 82% accuracy while the Gradient Boosted Tree had 77.5% accuracy.

Analysis

- The Support Vector Machine performed the best out of all 5 prediction models with an accuracy of 82%.
- Basically, it can predict 8 out of 10 unseen songs correctly on the test set.
- When training the Gradient Boosted Tree, the most important features were loudness and speechiness.
- Loudness (0.40) and Energy (0.39) had a weak to moderate correlation with being classified as a liked song.

Conclusion

- Although the model has a relatively high accuracy on the test set, it isn’t perfect.
- For instance, there may be some false negatives on unlabeled data where I actually like the song and vice versa.
- Ways to mitigate this is to gather more data. More specifically, I should gather more disliked songs.
- This will allow the model to better differentiate between a disliked song and liked song.
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