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1
METHODS FOR ASSISTING WITH OBJECT
RECOGNITION IN IMAGE SEQUENCES
AND DEVICES THEREOF

This application claims the benefit of U.S. Provisional
Patent Application Ser. No. 61/465,639 filed Mar. 22, 2011,
which is hereby incorporated by reference in its entirety.

FIELD

This technology relates to methods for assisting with
object recognition in image sequences and devices thereof.

BACKGROUND

Eye-tracking has a well-established history of revealing
valuable information about visual perception and more
broadly about cognitive processes. Within this field of
research, the objective is often to examine how an observer
visually engages with the content or layout of an environ-
ment. When the observer’s head is stationary (or accurately
tracked) and the stimuli are static (or their motion over time
is recorded), commercial systems exist that are capable of
automatically extracting gaze behavior in scene coordinates.
Outside the laboratory, where observers are free to move
through dynamic environments, the lack of constraints pre-
cludes the use of most existing automatic methods.

A variety of solutions have been proposed and imple-
mented in order to overcome this issue. One approach
(“FixTag”) utilizes ray tracing to estimate fixation on three-
dimensional (3D) volumes of interest. In this scheme, a
calibrated scene camera is used to track features across
frames, allowing for the extraction of 3D camera movement.
With this, points in a two-dimensional (2D) image plane can
be mapped onto the scene camera’s intrinsic 3D coordinate
system. This allows for accurate ray tracing from a known
origin relative to the scene camera. While this method has
been shown to be accurate, it has limitations. Critically, it
requires an accurate and complete a priori map of the
environment to relate object identities with fixated volumes
of interest. In addition, all data collection must be completed
with a carefully calibrated scene camera, and the algorithm
is computationally intensive.

Another proposed method is based on Simultaneous
Localization and Mapping (SLAM) algorithms originally
developed for mobile robotics applications. Like FixTag,
current implementations of SLAM-based analyses require
that the environment be mapped before analysis begins, and
are brittle to scene layout changes, precluding their use in
novel and/or dynamic environments.

SUMMARY

A method for assisting with object recognition includes
determining with an object recognition processing apparatus
when at least one eye of an observer fixates on a location in
one or more of a sequence of fixation tracking images. The
determined fixation location in the one or more of the
sequence of fixation tracking images is correlated by the
object recognition processing apparatus to a corresponding
one of one or more sequence of field of view images. At least
the determined fixation location in each of the correlated
sequence of field of view images is classified by the object
recognition processing apparatus based on at least one of a
classification input or a measurement and comparison of one
or more features of the determined fixation location in each
of the correlated sequence of field of view images against
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one or more stored measurement feature values. The deter-
mined classification of the fixation location in each of the
correlated sequence of field of view images is output with
the object recognition processing apparatus.

A non-transitory computer readable medium having
stored thereon instructions for assisting with object recog-
nition comprising machine executable code which when
executed by at least one processor, causes the processor to
perform steps including determining when at least one eye
of an observer fixates on a location in one or more of a
sequence of fixation tracking images. The determined fixa-
tion location in the one or more of the sequence of fixation
tracking images is correlating to a corresponding one of one
or more sequence of field of view images. At least the
determined fixation location in each of the correlated
sequence of field of view images is classified based on at
least one of a classification input or a measurement and
comparison of one or more features of the determined
fixation location in each of the correlated sequence of field
of view images against one or more stored measurement
feature values. The determined classification of the fixation
location in each of the correlated sequence of field of view
images is output.

An object recognition processing apparatus includes a
memory coupled to one or more processors which are
configured to execute programmed instructions stored in the
memory including determining when at least one eye of an
observer fixates on a location in one or more of a sequence
of fixation tracking images. The determined fixation location
in the one or more of the sequence of fixation tracking
images is correlating to a corresponding one of one or more
sequence of field of view images. At least the determined
fixation location in each of the correlated sequence of field
of view images is classified based on at least one of a
classification input or a measurement and comparison of one
or more features of the determined fixation location in each
of the correlated sequence of field of view images against
one or more stored measurement feature values. The deter-
mined classification of the fixation location in each of the
correlated sequence of field of view images is output.

This exemplary technology provides a number of advan-
tages including providing more effective and efficient meth-
ods, non-transitory computer readable medium and pro-
grammed computer apparatuses that assist with object
recognition in image sequences. With this exemplary tech-
nology, an operator is not required to classify every frame
from an entire input video stream or other sequence of
images. Instead, with this exemplary technology the amount
of data presented to the operator for classification is signifi-
cantly reduced. Additionally, this exemplary technology
may present an operator with a “best guess” or preliminary
classification(s) which further speeds the classification pro-
cess. Further, with this exemplary technology any naturally
occurring sequence of images can be processed without any
prior knowledge or planning regarding the environment
being captured. This exemplary technology also may be
extended to classify domains, such as remotely sensed
imagery, biomedical imagery, surveillance imagery, manu-
facturing control and process monitoring, and traffic and
security applications by way of example only.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an environment with an
exemplary object recognition processing apparatus;

FIG. 2 is a flow chart of an exemplary method for
assisting with object recognition in a sequence of images;
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FIGS. 3A-3F are exemplary field of view images from a
video recorded in an open, natural scene which contains
irregular objects and other observers correlated with eye-
tracking images to provide a determined fixation location;

FIG. 4 is a screenshot of an exemplary graphical user
interface (GUI) for interacting images from a video which
have been tagged with determined fixation locations; and

FIG. 5 is a screenshot of another exemplary fixation
definition adjustment graphical user interface that enables an
operator to shift constraints on what may be considered a
fixation in order to produce more or fewer fixations.

DETAILED DESCRIPTION

An environment 10 with an exemplary object recognition
processing apparatus 12 is illustrated in FIG. 1. The envi-
ronment 10 includes object recognition processing apparatus
12, head mounted tracking apparatus 14 with a fixation-
tracking video camera 15 and a view-tracking video camera
16 coupled together by at least one communication network
18, although the environment could include other types and
numbers of systems, devices, components and other ele-
ments in other configurations. This technology provides a
number a number of advantages including providing more
effective and efficient methods, non-transitory computer
readable medium and programmed computer apparatuses
that assist with object recognition in image sequences.

The object recognition computing apparatus 12 includes
at least one central processing unit (CPU) or processor 20,
at least one memory 22, a user input device 24, a display 26,
and an interface system 28 which are coupled together by a
bus or other numbers and types of links, although the object
recognition computing apparatus 12 may include other com-
ponents and elements in other configurations. The central
processing unit (CPU) or processor 20 executes a program
of stored instructions for one or more aspects of the tech-
nology as described herein.

The memory 22 in the object recognition computing
apparatus 12 stores these programmed instructions for
execution by the processor 20 to perform one or more
aspects of the technology as described herein, although
some or all of the programmed instructions could be stored
and/or executed elsewhere. A variety of different types of
memory storage devices can be used for the memory 22 or
other computer readable medium read from and/or written to
by a magnetic, optical, or other reading and/or writing
controllers/systems coupled to the processor 20, and com-
binations thereof.

The user input device 24 in the object recognition com-
puting apparatus 12 is used to input selections and data. The
user input device 24 can include a computer keyboard and
a computer mouse, although other types and numbers of user
input devices can be used. The display 26 in the object
recognition computing apparatus 12 is used to show images
and other information to the user. The display 26 can include
a computer display screen, such as a CRT or LCD screen,
although other types and numbers of displays could be used.

The interface system 28 is used to operatively couple and
communicate between the object recognition computing
apparatus 12 and other systems, devices and components
over a communication network 18, although other types and
numbers of communication networks or systems with other
types and numbers of connections and configurations to
other types and numbers of systems, devices, and compo-
nents can be used. By way of example only, the communi-
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cations can be wireless, although other types and numbers of
communication systems, such as a direct connection, can be
used.

The head mounted tracking apparatus 14 has the fixation-
tracking video camera 15 and the view-tracking video
camera 16, although the apparatus could have other types
and numbers of video or other image capture devices in
other configurations. In this example, the fixation-tracking
video camera 15 is positioned to record one or both of an
observer’s eyes while the view-tracking video camera 16 is
positioned to record what is in view of the observer. As
illustrated and described in greater detail herein, the head
mounted tracking apparatus 10 provides the video streams
from the fixation-tracking video camera 15 and the view-
tracking video camera 16 to the object recognition comput-
ing apparatus 12. The object recognition computing appa-
ratus 12 correlates these two video streams to determine a
region in the images from the view-tracking video camera
16 that one or both eyes of the observer were fixating on
based on the correlated video stream from the eye-tracking
camera 15. Although a head-mounted tracking apparatus is
shown in this example, other types and numbers of tracking
and/or image capture devices mounted in other manners to
other devices and systems could be used.

Although an exemplary environment 10 with the object
recognition computing apparatus 12 and the head mounted
tracking apparatus 14 has the fixation-tracking video camera
15 and the view-tracking video camera 16 coupled together
by at least one communication network 18 is described and
illustrated herein, other types and numbers of systems,
devices, components, and elements in other configurations
can be used. It is to be understood that the systems of the
examples described herein are for exemplary purposes, as
many variations of the specific hardware and software used
to implement the examples are possible, as will be appre-
ciated by those skilled in the relevant art(s).

Furthermore, each of the systems of the examples may be
conveniently implemented using one or more dedicated
digital logic elements, such as ASIC, FPGA, and CPLD,
general purpose computer systems, microprocessors, digital
signal processors, and micro-controllers, configured and/or
programmed according to the teachings of the examples, as
described and illustrated herein, and as will be appreciated
by those with ordinary skill in the art.

In addition, two or more computing systems or devices
can be substituted for any one of the systems in any example.
Accordingly, principles and advantages of distributed pro-
cessing, such as redundancy and replication also can be
implemented, as desired, to increase the robustness and
performance of the devices and systems of the examples.
The examples may also be implemented on computer system
or systems that extend across any suitable network using any
suitable interface mechanisms and communications tech-
nologies, including by way of example only telecommuni-
cations in any suitable form (e.g., voice and modem),
wireless communications media, wireless communications
networks, such as near-field communications, cellular com-
munications networks, G3 communications networks, Pub-
lic Switched Telephone Network (PSTNs), Packet Data
Networks (PDNs), the Internet, intranets, and combinations
thereof.

The examples may also be embodied as non-transitory
computer readable medium having instructions stored
thereon for one or more aspects of the technology as
described and illustrated by way of the examples herein,
which when executed by a processor (or configurable hard-
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ware), cause the processor to carry out the steps necessary
to implement the methods of the examples, as described and
illustrated herein.

An exemplary method for assisting with object recogni-
tion in a sequence of images will now be described with
reference to FIGS. 1-5. More specifically, in FIG. 2 at step
100 the object recognition computing apparatus 12 obtains
with the head mounted tracking apparatus 14 a sequence of
fixation tracking images with the fixation-tracking video
camera 15 and a sequence of field of view images with the
view-tracking video camera 16 in an overlapping time
frame, although other types and numbers of devices and
systems can be used to obtain the images and other manners
of obtaining the images can be used.

In step 102, the object recognition computing apparatus
12 determines when one or both eyes of an observer fixates
on a location in one or more of a sequence of fixation
tracking images, although other manners for determining
fixations on other types and numbers of images can be used.
In this example, the object recognition computing apparatus
12 determines fixation based on pupil and/or corneal reflec-
tion, although other methods for determining a location of an
observer’s gaze may be used. A variety of different methods
for determining an observer’s fixation location based on
other image features could be used. By way of example only,
the object recognition computing apparatus 12 could be
programmed with machine learning techniques based on
whole image data (rather than pupil and/or corneal reflec-
tion) to determine and provide a determined gaze or fixation
position in the fixation tracking images.

In step 104, the object recognition computing apparatus
12 correlates the determined fixation location in the one or
more of the sequence of fixation tracking images to a
corresponding one of one or more sequence of field of view
images. This correspondence can be based on spatial, spec-
tral, and/or temporal correlation between the fixation loca-
tion in the fixation tracking images and the stored field of
view images. By way of example only, the correspondence
can be found by spatial methods such as phase correlation or
feature point matching, by spectral methods such as histo-
gram intersection or spectrum matching, and/or combina-
tions of spatial, spectral, and temporal methods. Since
techniques for this type of correlation are well known to
those of ordinary skill in the art, they will not be described
here. By way of example only, FIGS. 3A-3F illustrate
exemplary field of view images from a video recorded in an
open, natural scene which contains irregular objects and
other observers correlated with fixation tracking images to
provide a determined fixation location at the center of the
illustrated cross-hairs.

In step 106, the object recognition computing apparatus
12 determines whether to prescreen to eliminate one or more
of the obtained sequence of field of view images, although
other types and numbers of images could be prescreened. If
in step 106, the object recognition computing apparatus 12
determines to prescreen, then the Yes branch is taken to step
108.

In step 108, the object recognition computing apparatus
12 prescreens to decide which of the sequence of field of
view images require classification or other categorization
and which can be eliminated based on one or more criteria,
although other manners for prescreening to reduce the
number of images or otherwise modify the images being
processed can be used. By way of example only, one of the
criteria which may be used is only retaining images in the
sequence of field of view images to be classified that have
corresponding identified fixations. By way of example only,
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at the start of a video, the only prescreening would be to
screen out images in a sequence of field of view images that
are part of a fixation. This screening significantly reduces
operator workload because all images in a sequence of field
of view images making up a single fixation will be of the
same object. After training, the prescreening can further
speed processing by screening out other frames of images in
the field of view images, reducing the operator workload
further. Examples of further prescreening which can be
performed by the object recognition computing apparatus 12
include objects known to be of no interest to the operator
(which can be ignored) and objects that have already been
identified with a high degree of certainty (which can be
identified without operator intervention).

If back in step 106, the object recognition computing
apparatus 12 determines not to prescreen, then the No
branch is taken to step 110. In step 110, the object recog-
nition computing apparatus 12 classifies the determined
fixation location in each of the correlated sequence of field
of view images. In this example, initially as shown in FIG.
4 the object recognition computing apparatus 12 may pro-
vide an exemplary graphical user interface (GUI) for inter-
acting images from a video which have been tagged with
determined fixation locations on the display 26 which an
operator can interact with using the user input device 24,
although other manners for displaying and interacting with
the correlated sequence of field of view images. Addition-
ally, the object recognition computing apparatus 12 may
provide as shown in FIG. 5 an exemplary fixation definition
adjustment graphical user interface that enables an operator
to shift constraints on what may be considered a fixation in
order to produce more or fewer fixations, although other
manners for adjusting constraints and identifying fixations
can be used. Accordingly, initially an operator through these
exemplary GUIs on the display 26 of the object recognition
computing apparatus 12 can increase or decrease the deter-
mined fixations in the correlated sequence of field of view
images and can build a classification database in memory 22
for future object recognition.

As the classification database in memory 22 of the object
recognition computing apparatus 12 grows, the object rec-
ognition computing apparatus 12 may automate the classi-
fication process for determined fixations in the correlated
sequence of field of view images. For example, the object
recognition computing apparatus 12 may determine one or
more preliminary classifications for each of the determined
fixations in the correlated sequence of field of view images
and then provide those on the display 26. An operator using
user input device 24 at the object recognition computing
apparatus 12 can select one of the preliminary classifications
as the classification for the determined fixations in the
correlated sequence of field of view images which is stored
in the classification database in memory 22 for future object
recognition.

In another example, the object recognition computing
apparatus 12 may determine a preliminary classification for
each of the determined fixations in the correlated sequence
of field of view images and then provide those on the display
26 as well as an accuracy rating for the preliminary classi-
fication. The object recognition computing apparatus 12
may determine if the accuracy rating for each of the deter-
mined fixations in the correlated sequence of field of view
images is above minimum accuracy threshold. If the object
recognition computing apparatus 12 determines the accu-
racy rating for any of correlated sequence of field of view
images is not above the minimum accuracy threshold, then
the object recognition computing apparatus 12 may display
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those correlated sequence of field of view images for an
operator to utilize, for example, the GUIs illustrated in
FIGS. 4 and 5 to adjust fixation determinations and classify
the fixations. If the object recognition computing apparatus
12 determines for any of the accuracy rating correlated
sequence of field of view images is above the minimum
accuracy threshold, then the object recognition computing
apparatus 12 assigns the preliminary classification for those
correlated sequence of field of view images as the classifi-
cation. Additionally, the computing apparatus 12 may also
require an additional constraint before automatically apply-
ing a classification label. By way of example only, a clas-
sification label may only be applied if in addition to the
correlation exceeding a minimum accuracy threshold, there
are no alternative matches in the database within a set band.
By way of example, an operator may set parameters to allow
automatic classification only if the best match exceeds a
95% correlation and the next best match does not exceed a
50% correlation.

By way of example, the object recognition computing
apparatus 12 may determine the preliminary classifications
discussed above by measuring one or more features of the
determined fixation location in the correlated sequence of
field of view images, although other types and numbers of
elements in other regions could be measured. For example,
the region around a determined fixation location may be
analyzed or the entire image may be analyzed for object
recognition. A wide range of spectral, spatial, and temporal
features can be used in this recognition step by the object
recognition computing apparatus 12. With this exemplary
technology, the object recognition computing apparatus 12
can determine identity of an object independent of location,
although location can be retained as a feature utilized by the
object recognition computing apparatus 12 in identifying a
fixation. In another example, a ‘relative location’ feature
may be included by the object recognition computing appa-
ratus 12 incorporating the semantic-based features of the
region surrounding the fixated object. Further, the different
features which are measured may be weighted by the object
recognition computing apparatus 12 based on operator
entered or previously stored weighting factors based on their
previously determined relevance for object recognition.

Next, the object recognition computing apparatus 12
compares the one or more measured features against the one
or more stored measurement feature values to determine one
or more preliminary classifications for each of the deter-
mined fixation location in the correlated sequence of field of
view images based on prior image analysis. Although a
measurement and comparison method is used in this
example, the object recognition computing apparatus could
use other types and numbers of classification or other
categorization methods, such as a ranking method or a
clustering method with respect to identified features in the
images. By way of example only, the object recognition
computing apparatus 12 could pre-process all of the identi-
fied fixation frames and cluster them based on spatial,
spectral, and/or temporal features before the operator begins
classifying the images or during the classification. This
clustering can significantly decrease operator workload by
allowing multiple images to be classified at once, rather than
one at a time. The clustering also speeds database training by
adding a large number of example images to the training set
more rapidly. By way of example, preprocessed frames
could be clustered, them presented to the operator by the
object recognition computing apparatus 12 grouped by simi-
larity, instead of in serial order. In this way, if an observer
made twenty-five fixations on a single object over a five-
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minute period, all twenty-five fixations could be identified at
once instead of requiring multiple interactions.
In step 112, the object recognition computing apparatus
12 outputs the determined one or more preliminary classi-
fications for each of the images, such as by showing them on
the display 26 or storing them in memory 22 by way of
example only.
Accordingly, as illustrated with the examples described
herein, this technology offers a significant improvement
over previous approaches to streamlining the coding of
eye-tracking data. The immediate benefit is seen in the
dramatically increased efficiency for video coding, and
increased gains are anticipated with the semi-autonomous
coding described. This technology also provides a valuable
tool to support attaching semantic identifiers to image con-
tent. Additionally, this technology can be tuned to virtually
any environment. By combining the power of database-
driven identification with unique matching techniques, it
will only be limited by the degree to which it is appropriately
trained. It is thus useful both as a tool for evaluating which
algorithms are useful in different experimental scenarios,
and as an improved practical coding system with which to
analyze eye-tracking or other fixation data in research,
commercial, and other environments.
Having thus described the basic concept of the invention,
it will be rather apparent to those skilled in the art that the
foregoing detailed disclosure is intended to be presented by
way of example only, and is not limiting. Various alterations,
improvements, and modifications will occur and are
intended to those skilled in the art, though not expressly
stated herein. These alterations, improvements, and modifi-
cations are intended to be suggested hereby, and are within
the spirit and scope of the invention. Additionally, the recited
order of processing elements or sequences, or the use of
numbers, letters, or other designations therefore, is not
intended to limit the claimed processes to any order except
as may be specified in the claims. Accordingly, the invention
is limited only by the following claims and equivalents
thereto.
What is claimed is:
1. An adaptive method for aiding a user in classifying
objects from field of view images using eye fixation, the
method comprising:
obtaining a sequence of fixation tracking images from an
eye tracking video of one or both of an observer’s eyes
and a sequence of field of view images from a view
tracking video of what is in view of the observer,
wherein the sequence of fixation tracking images are
synchronized in time with the sequence of field of view
images;
determining by an object recognition processing appara-
tus when in the sequence of fixation tracking images an
eye of the observer fixates on a location in one or more
images of the sequence of field of view images;

correlating by the object recognition processing apparatus
the determined eye fixation to a location in the one or
more images of the sequence of field of view images;

extracting image data surrounding the fixated location
from the one or more images of the sequence of field of
view images;

presenting an operator of the object recognition process-

ing apparatus with the extracted image data;
specifying a label for an object within the presented image
data to classify the object by 1) the operator assigning
a label to the object based upon the presented image
data, ii) auto-accepting a label from labelled image data
in a classification database for the object representing
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the closest match to the presented image data, or iii)
showing the operator a ranked set of a plurality of
labels from labelled image data in the classification
database associated with the closest matches to the
presented image data, wherein the operator selects one
of the plurality of labels as the label for the object;

adding to the classification database a record of the
presented image data comprising the specified label;
and

repeating the above determining, correlating, extracting,

presenting, specifying and adding steps on a further
unidentified object from the extracted image data,

so as to build the classification database from the classi-

fied object and the further classified objects.

2. The method as set forth in claim 1 further comprising
prescreening by the object recognition processing apparatus
to eliminate one or more of the sequence of field of view
images based on one or more criteria before the classitying.

3. The method as set forth in claim 1 wherein the
classifying further comprises applying by the object recog-
nition processing apparatus one or more weighting factors to
a comparison of one or more measured features of the
determined fixated object in at least one of the correlated
sequence of field of view images against one or more stored
measurement feature values.

4. The method as set forth in claim 1 wherein the
classifying further comprises:

determining by the object recognition processing appara-

tus one or more preliminary classifications of the
determined fixated object in each of the correlated
sequence of field of view images based on a measure-
ment and comparison of the one or more features of the
determined fixated object in at least one of the corre-
lated sequence of field of view images against one or
more stored measurement feature values;

outputting by the object recognition processing apparatus

the determined one or more preliminary classifications
of'the determined fixated object in the at least one of the
correlated sequence of field of view images; and

receiving at the object recognition processing apparatus a

selection of one of the determined one or more pre-
liminary classifications as the classification of the
determined fixated object in the at least one of the
correlated sequence of field of view images.

5. The method as set forth in claim 1 wherein the
classifying with the object recognition processing apparatus
further comprises:

displaying by the object recognition processing apparatus

the determined fixated object in at least one of the
correlated sequence of field of view images; and

receiving at the object recognition processing apparatus a

classification input of the determined fixated object in
the at least one of the correlated sequence of field of
view images based on the displaying.

6. The method as set forth in claim 1 wherein the
classifying further comprises:

determining by the object recognition processing appara-

tus one or more preliminary classifications of the
determined fixated object for at least one of the corre-
lated sequence of field of view images based on a
measurement and comparison of one or more of the
features of the determined fixated object in the at least
one of the correlated sequence of field of view images
against one or more stored measurement feature values;
determining by the object recognition processing appara-
tus an accuracy rating for each of the determined one or
more preliminary classifications based on each of the
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comparisons of the measured one or more features of
the determined fixated object in the at least one of the
correlated sequence of field of view images against the
one or more stored measurement feature values;

determining by the object recognition processing appara-
tus when the determined accuracy rating with a highest
value for one of the one or more preliminary classifi-
cations is above a first set threshold; and

determining by the object recognition processing appara-

tus when the determined accuracy rating with a next
highest value for another one of the one or more
preliminary classifications is below a second set thresh-
old; and

setting by the object recognition processing apparatus the

one of the one or more preliminary classifications with
the determined accuracy rating with the highest value
as the determined classification of the determined fix-
ated object in the at least one of the correlated sequence
of field of view images when the determined accuracy
rating with the highest value is above the first set
threshold and the determined accuracy rating with the
next highest value is below the second set threshold.

7. The method as set forth in claim 1 wherein the
determined fixated object in at least one of the correlated one
or more sequence of field of view images comprises a region
in each of the correlated one or more sequence of field of
view images.

8. The method as set forth in claim 1 wherein the one or
more features further comprise at least one of one or more
spectral features, spatial features or temporal features.

9. The method as set forth in claim 8 wherein the one or
more features further comprise one or more location fea-
tures.

10. A non-transitory computer readable medium having
stored thereon instructions for aiding a user in classifying
objects from field of view images using eye fixation com-
prising machine executable code which when executed by at
least one processor, causes the processor to perform steps
comprising:

obtaining a sequence of fixation tracking images from an

eye tracking video of one or both of an observer’s eyes
and a sequence of field of view images from a view
tracking video of what is in view of the observer,
wherein the sequence of fixation tracking images are
synchronized in time with the sequence of field of view
images;

determining when in the sequence of fixation tracking

images at least one eye of an observer fixates on a
location in one or more of a sequence of field of view
images;
correlating the fixated object within the determined eye
fixation to a location in the one or more images of the
sequence of field of view images to a corresponding
one of one or more sequence of field of view images;

extracting image data surrounding the fixated location
from the one or more images of the sequence of field of
view images;

presenting an operator of the object recognition process-

ing apparatus with the extracted image data;
specifying a label for an object within the presented image
data to classify the object by 1) the operator assigning
a label to the object based upon the presented image
data, ii) auto-accepting a label from labelled image data
in a classification database for the object representing
the closest match to the presented image data, or iii)
showing the operator a ranked set of a plurality of
labels from labelled image data in the classification
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database associated with the closest matches to the
presented image data, wherein the operator selects one
of the plurality of labels as the label for the object;

adding to the classification database a record of the
presented image data comprising the specified label;
and

repeating the above determining, correlating, extracting,

presenting, specifying and adding steps on a further
unidentified object from the extracted image data,

so as to build the classification database from the classi-

fied object and the further classified objects.

11. The medium as set forth in claim 10 further compris-
ing prescreening to eliminate one or more of the sequence of
field of view images based on one or more criteria before the
classifying.

12. The medium as set forth in claim 10 wherein the
classifying further comprises applying one or more weight-
ing factors to a comparison of one or more measured
features of the determined fixated object in at least one of the
correlated sequence of field of view images against one or
more stored measurement feature values.

13. The medium as set forth in claim 10 wherein the
classifying further comprises:

determining one or more preliminary classifications of the

determined fixated object in each of the correlated
sequence of field of view images based on a measure-
ment and comparison of the one or more features of the
determined fixated object in at least one of the corre-
lated sequence of field of view images against one or
more stored measurement feature values;

outputting the determined one or more preliminary clas-

sifications of the determined fixated object in the at
least one of the correlated sequence of field of view
images; and

receiving a selection of one of the determined one or more

preliminary classifications as the classification of the
determined fixated object in the at least one of the
correlated sequence of field of view images.
14. The medium as set forth in claim 10 wherein the
classifying further comprises:
displaying the determined fixated object in at least one of
the correlated sequence of field of view images; and

receiving a classification input of the determined fixated
object in the at least one of the correlated sequence of
field of view images based on the displaying.
15. The medium as set forth in claim 10 wherein the
classifying further comprises:
determining one or more preliminary classifications of the
determined fixated object for at least one of the corre-
lated sequence of field of view images based on a
measurement and comparison of one or more of the
features of the determined fixated object in the at least
one of the correlated sequence of field of view images
against one or more stored measurement feature values;

determining an accuracy rating for each of the determined
one or more preliminary classifications based on each
of the comparisons of the measured one or more
features of the determined fixated object in the at least
one of the correlated sequence of field of view images
against the one or more stored measurement feature
values;

determining when the determined accuracy rating with a

highest value for one of the one or more preliminary
classifications is above a first set threshold; and
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determining when the determined accuracy rating with a
next highest value for another one of the one or more
preliminary classifications is below a second set thresh-
old; and

setting the one of the one or more preliminary classifica-
tions with the determined accuracy rating with the
highest value as the determined classification of the
determined fixated object in the at least one of the
correlated sequence of field of view images when the
determined accuracy rating with the highest value is
above the first set threshold and the determined accu-
racy rating with the next highest value is below the
second set threshold.

16. The medium as set forth in claim 10 wherein the
determined fixated object in at least one of the correlated one
or more sequence of field of view images comprises a region
in each of the correlated one or more sequence of field of
view images.

17. The medium as set forth in claim 10 wherein the one
or more features further comprise at least one of one or more
spectral features, spatial features or temporal features.

18. The medium as set forth in claim 17 wherein the one
or more features further comprise one or more location
features.

19. An object recognition processing apparatus compris-
ing:

one or more processors;

a memory coupled to the one or more processors which
are configured to execute programmed instructions
stored in the memory comprising:

obtaining a sequence of fixation tracking images from an
eye tracking video of one or both of an observer’s eyes
and a sequence of field of view images from a view
tracking video of what is in view of the observer,
wherein the sequence of fixation tracking images are
synchronized in time with the sequence of field of view
images;

determining when in the sequence of fixation tracking
images at least one eye of an observer fixates on a
location in one or more images of a sequence of field
of view images;

correlating the fixated object within the determined eye
fixation to a location in the one or more images of the
sequence of field of view images to a corresponding
one of one or more sequence of field of view images;

extracting image data surrounding the fixated location
from the one or more images of the sequence of field of
view images;

presenting an operator of the object recognition process-
ing apparatus with the extracted image data;

specifying a label for an object within the presented image
data to classify the object by 1) the operator assigning
a label to the object based upon the presented image
data, ii) auto-accepting a label from labelled image data
in a classification database for the object representing
the closest match to the presented image data, or iii)
showing the operator a ranked set of a plurality of
labels from labelled image data in the classification
database associated with the closest matches to the
presented image data, wherein the operator selects one
of the plurality of labels as the label for the object;

adding to the classification database a record of the
presented image data comprising the specified label;
and

repeating the above determining, correlating, extracting,
presenting, specifying and adding steps on a further
unidentified object from the extracted image data,
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so as to build the classification database from the classi-

fied object and the further classified objects.

20. The apparatus as set forth in claim 19 wherein the
processor is further configured to execute programmed
instructions stored in the memory further comprising pre-
screening to eliminate one or more of the sequence of field
of view images based on one or more criteria before the
classifying.

21. The apparatus as set forth in claim 19 wherein the
processor is further configured to execute programmed
instructions stored in the memory for the classifying further
comprising applying one or more weighting factors to a
comparison of one or more measured features of the deter-
mined fixated object in at least one of the correlated
sequence of field of view images against one or more stored
measurement feature values.

22. The apparatus as set forth in claim 19 wherein the
processor is further configured to execute programmed
instructions stored in the memory for the classifying further
comprising:

determining one or more preliminary classifications of the

determined fixated object in each of the correlated
sequence of field of view images based on a measure-
ment and comparison of the one or more features of the
determined fixated object in at least one of the corre-
lated sequence of field of view images against one or
more stored measurement feature values;

outputting the determined one or more preliminary clas-

sifications of the determined fixated object in the at
least one of the correlated sequence of field of view
images; and

receiving a selection of one of the determined one or more

preliminary classifications as the classification of the
determined fixated object in the at least one of the
correlated sequence of field of view images.
23. The apparatus as set forth in claim 19 wherein the
processor is further configured to execute programmed
instructions stored in the memory for the classifying further
comprises:
displaying the determined fixated object in at least one of
the correlated sequence of field of view images; and

receiving a classification input of the determined fixated
object in the at least one of the correlated sequence of
field of view images based on the displaying.
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24. The apparatus as set forth in claim 19 wherein the
processor is further configured to execute programmed
instructions stored in the memory for the classifying further
comprising:
determining one or more preliminary classifications of the
determined fixated object for at least one of the corre-
lated sequence of field of view images based on a
measurement and comparison of one or more of the
features of the determined fixated object in the at least
one of the correlated sequence of field of view images
against one or more stored measurement feature values;

determining an accuracy rating for each of the determined
one or more preliminary classifications based on each
of the comparisons of the measured one or more
features of the determined fixated object in the at least
one of the correlated sequence of field of view images
against the one or more stored measurement feature
values;

determining when the determined accuracy rating with a

highest value for one of the one or more preliminary
classifications is above a first set threshold; and

determining when the determined accuracy rating with a

next highest value for another one of the one or more
preliminary classifications is below a second set thresh-
old; and

setting the one of the one or more preliminary classifica-

tions with the determined accuracy rating with the
highest value as the determined classification of the
determined fixated object in the at least one of the
correlated sequence of field of view images when the
determined accuracy rating with the highest value is
above the first set threshold and the determined accu-
racy rating with the next highest value is below the
second set threshold.

25. The apparatus as set forth in claim 19 wherein the
determined fixated object in at least one of the correlated one
or more sequence of field of view images comprises a region
in each of the correlated one or more sequence of field of
view images.

26. The apparatus as set forth in claim 19 wherein the one
or more features further comprise at least one of one or more
spectral features, spatial features or temporal features.

27. The apparatus as set forth in claim 26 wherein the one
or more features further comprise one or more location
features.



