Abstract

Artificial neural networks loosely mimic the complex web of nearly 100 trillion connections in the human brain. Deep neural networks, and specifically convolutional neural networks, have recently demonstrated breakthrough performances in the pattern recognition community. Studies on the network depth, regularization, filters, choice of activation function, and training parameters are numerous. With regard to activation functions, the rectified linear unit, is favored over the sigmoid and tanh function because the differentiation of larger signals is maintained. This paper introduces multiple activation functions per single neuron. Libraries have been generated to allow individual neurons within a neural network the ability to select between a multitude of activation functions, where the selection of each function is done on a node by node basis to minimize classification error. Each node is able to use more than one activation function if the final classification error can be reduced. The resulting networks have been trained on several commonly used datasets, which show increases in classification performance, and are compared to the recent findings in neuroscience research.

Introduction

The human brain has a network of billions of computational units, called neurons. The weighted sum of simultaneous inputs to a neuron determines its output spiking frequency which is subsequently passed on to other neurons. Each neuron is connected with up 10,000 other neurons, creating a network of 100 trillion synapses. Artificial neural networks (ANNs) loosely mimic a simplified version of this biological network of connections digitally and have been typically implemented in software, but recently in hardware as well [15]. Hierarchical arrangements of neurons into layers generally offer the most efficient ANNs [6]. The number of nodes in each layer, regularization strategies, addition of recurrent and skip forward connections, and network topologies have been studied in great detail [9]. To enable ANNs to learn complex nonlinear behaviors, each node applies an activation function to its output before passing it on to the next neuron. This traditionally monotonic function restricts the output range of the neuron using a sigmoidal or tanh function[5]. Many other activation functions have been studied, but the rectified linear units (ReLUs) [11], which clamp the negative outputs to zero and let the positive outputs go unchecked, have been the most successful as of late [4].

Recent neuroscience research indicates that biological neurons modify their activation functions as part of the learning process [13][14], some of which can be band pass oriented [3]. For smaller networks, studies on activation functions have shown that periodic activation functions allow ANNs to learn with fewer epochs and with fewer neurons [16][18][17][12][8]. These non-monotonic functions allow more complex behavior in each layer, but can introduce chaotic tendencies during training if not regulated properly[7]. Prior studies have incorporated the activation function properties as parameters that are solved along with weights during backpropagation [2][16][10][17]. These studies have been done on small one to three layer networks which generally inflate the need for more complex activation functions which compensate for the simple networks with fewer neurons.

This research analyses the benefits of complex activation functions on larger deep networks. Each neuron in the deep network is configured to allow any number of activation functions, whereby the turning on and off of each activation function is learned during the training process. A new deep learning library built in the Torch7 framework incorporates the newly introduced activation functions and learns the weight parameters automatically during training. This new library allows nodes in a network to use a family of activation functions simultaneously in an effort to minimize classification error.

Background

Activation Functions

In models of the human brain, the activation functions within each neuron transfer the sum of all incoming synapse to an expected firing rate [1]. These activation functions can be symmetric or antisymmetric as they exhibit excitatory or inhibitory functions in the brain. Whenever a neuron becomes active, the concentration of ions on the cell’s surface will change as well as the concentration of ions within the cell [13].

When neural networks were first gaining presence in the scientific community, Kurt Hornik proved mathematically that any feed-forward network with a single hidden layer containing a finite number of neurons could approximate any continuous function [19]. This theorem showed that neural networks are inherently universal approximators and that the activation itself does not give it this property, but rather the inherent structures of a feedforward network architecture. This theorem, however does not take into account the number of hidden units that would be required to approximate any function, nor does it take into account the feasibility of training such a network. From these implications, it is certainly important to consider the impact that the choice an activation function has on a specific network architecture’s training time, and memory requirements on today’s hardware.

Rectified linear units have been gaining popularity especially in deep convolutional neural network architectures. This non-saturating nonlinear function trains faster than saturating nonlinear functions [11][20]. By allowing the positive values of the output of a neuron to grow unbounded, the resulting output of each convolutional layer is allowed to exhibit intensity equivariance [11] such that scaling intensities within regions of the image will not change the overall decision capabilities of the network. These qualities are important in classification problems that depend on inputs being invariant.
Adaptive Methods

There have been many attempts at creating adaptive activation functions in the past including adaptive cubic spline activation functions [16] as well as single function per layer optimization of rectified linear units [23]. Neither of these methods include more complex non-linear functions such as the sigmoid or hyperbolic tangent functions nor have either of these methods shown their effectiveness on modern datasets and neural network architectures. These pre-existing versions of adaptive functions have shown that there are clear advantages to providing adaptive capabilities for such functions such as reduced training times and increased accuracies. For these reasons, an adaptive model that can be easily integrated with existing techniques to improve overall accuracies of artificial neural networks has been explored to improve upon these concepts.

Adaptive Activation Functions

Optimization for each activation function was achieved by defining a convex cost function for the linear weighted combination of each activation function applied to an input. In order to better understand the operation that is being applied, this process can be visualized as a single entity in a neural network referred to as an “adaptive activation function layer” as shown in Figure 1. The individual activation functions are defined as \( f_i \), where \( i \in 1 . . . N \). The function \( l \) refers to a continuous differentiable function which is applied to each gate matrix \( g_i \). This gate matrix represents a matrix of parameters to be optimized to find the best activation function by gating certain activation functions, while allowing others to express themselves. In the case of a convolutional neural network, a node would be representative of a single pixel from one layer to the next which essentially allows for each pixel to have a separate activation function which is dynamically optimized.

Given the definition of a multiple activation function gate layer, its corresponding gradient update equations were derived in (3) and (4). The parameters are as follows: \( \delta g_i \) represents the gradient update to the gate values, while \( \delta u \) represents the gradient update to the input to the adaptive function layer.

\[
\delta g_i = \delta v \frac{\partial l}{\partial g_i} \frac{\partial g_i}{\partial f_i} (u) \\
\delta u = \sum_{i=1}^{N} \frac{\partial f_i}{\partial u} (u) \delta g_i 
\]

This adaptive layer essentially allows certain activation functions to express themselves more prominently, or less prominently based on their attribution to the overall computed cost of the layer. Ideally, the activation functions will either be fully blocked which corresponds to a 0 or fully excited which corresponds to a 1. This would allow a more restricted, but more easily optimized subset of linear combinations of activation functions. In order to achieve this behavior, as well as to allow the gate parameters to be optimized, the gate limiting function, \( l \), is defined as the sigmoid function in (2). This function was chosen due to its relatively simple to compute derivative as well as its nonlinear behavior which constrains the activation functions to be fully suppressed or fully excited. This also prevents the gate values from growing uncontrollably.

\[
l(x) = \frac{1}{1 + e^{-x}} 
\]

An additional cost term can be added to constrain the percentage of activation functions that are used in the network. This could allow for more restricted behavior to be modeled that prevents the activation functions from becoming unstable or growing out of control.

The gradient update can also be scaled in order to prevent the adaptive functions from taking over the optimization problem. This issue essentially is due to the fact that there are many more variables added to the overall cost of the network which must be optimized. In CNN’s where there may be more activation parameters than filter or fully connected weight parameters, the latter two parameters can easily fall into the local minima due to the emphasis of the adaptive function parameters. In order to avoid this, a scaling factor \( S_f \) can be introduced which scales the entire gradient update. Additionally, a momentum term is recommended to avoid local minima.

An alternative method to avoid this problem is to vary the scale term per epoch such that certain epochs only train the network’s original parameters, while other epochs will include the adaptive activation function parameters. This can be done by setting the scale factor to 0 for a certain number of epochs and then to any positive value for a specific number of epochs. Alternating in this fashion allows the adaptive activation functions to try to settle into the learned parameters of the network more naturally, however this needs to be explored further.
Results

Experiments are performed on the CIFAR100 and Cal-Tech256 datasets. The CIFAR100 dataset has 100 classes with 500 images for training and 100 images for testing respectively per class and has an image size of 32x32x3 pixels. The Cal-Tech256 dataset has 257 classes, with 80 to 827 images per class with image size of 300x200x3 pixels.

Deep convolutional neural networks are used to contrast using traditional activation functions (baseline) as compared to the adaptive activation functions introduced in this paper. In order to obtain a fair comparison between baseline results and adaptive function results, the same training parameters were used for both methods without scaling the learning rates while training. To determine the best way of training the adaptive function networks, two separate trials were conducted: 1) replacing baseline activation functions with adaptive activation function layers after the first few layers of a deep CNN, and 2) replacing baseline activation function layers with adaptive activation function layers at the last few layers of a deep CNN. The results from each experiment support recent findings in neuroscience as well as related deep learning research.

Experiments show that although the ReLU activation function works best when used in isolation, the traditional sigmoid and tanh occur more frequently when multiple activation functions are allowed to become active at each node. Networks which support multiple activation functions per node are shown to significantly outperform networks with one activation function per node and also train significantly faster.

CIFAR100

Baseline accuracies were obtained through the use of a VGG-like architecture [21] as shown in Figure 2 using batch normalization [22] to speed up the training process. The maximum testing accuracy obtained without random translations or flips was 57.5% after 300 training epochs as shown in Figure 3.

In order to determine the best place in the network to apply adaptive functions to, two separate experiments were run with adaptive activation functions using the sigmoid, tanh, and rectified linear units to adapt to the network. In the first network, the adaptive activation functions were applied to the first six layers where previously rectified linear units were used. In this case, the overall training time of the network suffered and the testing accuracy dramatically dropped down to 51.3% at the end of 300 epochs. This is most likely due to the fact that the network was not able to generalize to the testing set with so many parameters to optimize in the first layers and therefore ended up doing poorly.

Next, the adaptive functions were applied to the last seven layers where previously rectified linear units were used. This configuration did much better than the previous and in fact produced a gain in accuracy of 2% when compared to the baseline case. Furthermore, the amount of epochs to reach the same accuracy for this adaptive case versus the baseline was much less. These results can be seen in Figure 3 which compares the baseline training and testing accuracies to the adaptive case.

From this comparison between the two methods, the adaptive functions seem to positively enhance the discriminative accuracy of a convolutional network when applied to the final layers of the network. It can be postulated that the early layers of the network are crucial in determining the overall accuracy of the network and therefore if too many extra parameters are included, the overall number of epochs for the network to converge increases. The overall accuracy is also impacted by this since there are undoubtedly many local minima introduced by the adaptive activation functions which can halt the progress of the overall network if techniques to avoid them are not used properly.

The usage statistics of the adaptive networks are of importance to analyze since their layer-by-layer properties ultimately determine the success of the overall network. The total usage percentage of the final seven adaptive activation functions of the network are shown in Figure 4.

As shown by the layerwise usage statistics in Figure 4, the sigmoid activation function is used less than the other two functions in every case except for the third in which it ends up being used just as often as the hyperbolic tangent function. Surprisingly, the rectified linear unit function is only dominantly used in the final activation function layer between the two fully connected layers of the network. From these statistics, one can determine that the tanh function when paired with the rectified linear unit function will be used most often in most layers, however the sigmoid function can also become useful in order to clamp the output of the overall activation function.

A random sampling of activation functions from a single layer are shown in Figure 5 wherein each adaptive function is independently optimized for a single node.

Caltech256

Similar methods were used to obtain accuracies for the Caltech256 dataset. Images were resized to a size of 64x64 which necessitated a change in the number of layers in Figure 2. Two convolution layers and a max pooling were inserted before the fully connected layers in order to reduce the dimensions of the image down to a single pixel by the end of the network. The decision to reduce the size of each image so drastically from their original sizes ultimately cost the network significant accuracy, however for the purposes of comparison with the adaptive case, this is not that important. The baseline accuracy of the model utilizing only rectified linear unit activation functions was 31.1% as shown in Figure 6. The placement of these adaptive functions ultimately decided the overall general improvement or degradation of accuracies in the overall model.

Two separate model strategies were adapted from the the CIFAR 100 experimental findings. The first strategy substitutes
adaptive activation functions for the first four convolution layers, while the second strategy substitutes adaptive activation functions for the last five layers of the network. In the first case, both the training and testing accuracies were negatively impacted and after the same 300 training epochs, the final testing accuracy ended up at 28.3%. This mirrors the behavior of the CIFAR 100 experiments. This problem could most likely be avoided by scaling the gradient update to the adaptive functions, however this would result in comparatively longer training times.

The second experiment shows a minor boost in both training and testing accuracies over the same number of epochs, however the overall testing accuracy was around the same as the baseline by the end of 300 epochs as shown in Figure 6. Both of the adaptive case curves are bowed outwards and to the left of the baseline case clearly indicating an advantage in training time reduction. Although the overall accuracies are the same after 300 epochs, this most likely is a limitation of the amount of data that is being processed in the network itself rather than a limitation of the adaptive functions. If the images passed into the network were considerably larger and the network architecture itself was deeper, the accuracies may improve further for the adaptive case for the same amount of time. This is due to the fact that the network would generalize more readily to the test set if less information was thrown away from the original images. Larger images would mean that the testing accuracies would take longer to saturate and the boost in accuracies seen in the current model would be able to increase over a longer duration of time. It takes roughly 150 epochs for the current model’s testing accuracies to saturate in both the baseline and adaptive case.
Conclusion

This paper has shown that adaptive activation functions can shorten training time and increase classification accuracies when utilized in the later layers of a deep convolutional neural network. However further research must be done to determine strategies for reducing the negative impact that adaptive activation functions have on early layers of convolutional neural networks. There are also a large variety of activation functions that have yet to be tested using this adaptive method including non-monotonic functions which may be of interest to determine if they provide any advantage.
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