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ABSTRACT
A method, non-transitory computer readable medium, and apparatus that tracks an object includes utilizing random projections to represent an object in a region of an initial frame in a transformed space with at least one less dimension. One or a plurality of regions in a subsequent frame with a closest similarity between the represented object and one or more of the regions of the template are identified as a location for the object in the subsequent frame. A learned distance is applied for template matching, and techniques that incrementally update the distance metric online are utilized in order to model the appearance of the object and increase the discrimination between the object and the background. A hybrid template library, with stable templates and hybrid templates that contain appearances of the object during the initial stage of tracking as well as more recent ones is utilized to achieve robustness with respect to pose variation and illumination changes.
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METHODS FOR TRACKING OBJECTS
USING RANDOM PROJECTIONS, DISTANCE
LEARNING AND A HYBRID TEMPLATE
LIBRARY AND APPARATUSES THEREOF

This application claims the benefit of U.S. Provisional Patent Application Ser. No. 61/301,756, filed Feb. 5, 2010, which is hereby incorporated by reference in its entirety.

FIELD

This technology generally relates to methods and apparatuses for tracking objects and, more particularly, to methods for tracking objects using random projections, distance learning and a hybrid template library and apparatuses thereof.

BACKGROUND

Object tracking, and face tracking in particular, have been widely investigated problems, in part due to their potential for use in many real world applications. At the same time, tracking faces in unconstrained environments is a challenging task due to real-time performance requirements and robustness with regards to changes in the object’s appearance. A variety of different tracking approaches have been tried that can coarsely be divided into three categories: point tracking; silhouette tracking; and template based tracking.

In point tracking, the object is represented as a collection of points. Mechanisms, such as position and motion estimation, are used for the prediction of the point’s location in the next frame. Examples of point tracking algorithms are the Kalman filter approach and the particle filter approach.

In silhouette tracking algorithms, the goal is to model the object and use the model in order to locate the target in the current frame. This can be achieved using either a shape matching algorithm or a contour tracking approach.

In template-based tracking, the methods use a template representing the object and try to estimate the position of the object in the current frame. More specifically, in template based tracking a region containing the object is selected in the first frame either manually or automatically and appropriate features are extracted. In subsequent frames, every image is searched in order to identify the location that maximizes a similarity score between the template comprising the extracted features and the particular image region. The key issues related to template based tracking are the types of features that are extracted and the similarity score that is employed.

One of the most popular features used in object tracking is color. The object is represented using its appearance in some colorspace such as the RGB, the HSV and the L*a*b*. One prior approach proposed a tracking algorithm that considered color histograms, as features, that were tracked using the mean-shift algorithm. Despite its success, this algorithm unfortunately exhibits high sensitivity to illumination changes that may cause the tracker to fail.

Another type of feature that has been used for tracking is edges. Edges are less sensitive to illumination changes compared to color. Nevertheless, no generic edge detection method performs well in every scenario, and in most cases the extracted edges are application specific.

Optical flow is another popular feature used in tracking. Optical flow is a set of vectors indicating the translation of each pixel in a region. When computing optical flow, there is an assumption that corresponding pixels in consecutive frames have the same brightness, called the “brightness con-
frame. As a result, both the initial model and the current appearance were used for the template. Even though the algorithm was robust against drift, it tolerates little deviation in the object’s appearance. Considering the case of face tracking, a linear combination of a frontal face and a 45 degrees profile face will not reliably represent the face in every frame.

The Eigentracking approach has been extended by incrementally updating the eigenbasis of the object’s appearance. Robustness against drift was later introduced by applying visual constraints of the object’s appearance in the context of particle filter tracking. Two types of constraints were introduced, generative for pose and discriminative for alignment. For pose constraints, the authors constructed a set of pose subspaces and utilized the distance among the subspace as a constraint in the possible pose. For alignment, a support vector classifier was employed. Although this approach tackles the problem of drift, it relies on training and thus limits its applicability to already learned cases.

Another proposal was an online selection of features for increased robustness in tracking. Feature selection was based on the discrimination of the object and the background and they were adaptively updated through tracking. The problem of drift was tackled by pooling pixel samples from previous tracked frames while keeping the model consistent with the initial appearance. The algorithm can adapt to small variation in object’s appearance, but it fails when the initial appearance is no longer consistent with the current one such as large pose variations.

A template update mechanism also has been suggested. A comparison was made between the error that would occur if the template was updated and the error if the template was not updated. The comparison was based on a criterion that considered the estimated covariance matrix of the template matching error. Similarly to other methods, this method assumes that the appearance of the object will not change significantly during tracking.

Another proposal was an SMAT object tracking algorithm that combined modeling of the object’s appearance with tracking. SMAT uses a set of templates (exemplars) sampled from previous frames and the mutual information metric in order to select the closest matching feature templates. In addition, it continually updates a shape model of the features. A major benefit of SMAT is that it becomes more robust as tracking progresses. Although the SMAT algorithm correctly updates the templates, no discussion is made with regards to the robustness of the method in the case of occlusion when the features that are tracked are no longer visible.

In another approach, the use of local generative model to constrain the feature selection process in online feature selection tracking algorithms was introduced. Non-negative matrix factorization was employed in order to identify basis functions that describe the object appearance. The method was able to identify occlusions and select only appropriate features. However, it is based on an off-line training stage that may limit its flexibility.

SUMMARY

A method for tracking an object includes utilizing with an object tracking processing device random projections to represent an object in a region of an initial frame in a transformed space with at least one less dimension. One of a plurality of regions in a subsequent frame with a closest similarity between the represented object and one or more of plurality of templates is identified with the object tracking processing device as a location for the object in the subsequent frame.

A non-transitory computer readable medium having stored thereon instructions for tracking an object comprising machine executable code which, when executed by at least one processor, causes the processor to perform steps including utilizing random projections to represent an object in a region of an initial frame in a transformed space with at least one less dimension. One of a plurality of regions in a subsequent frame with a closest similarity between the represented object and one or more of plurality of templates is identified as a location for the object in the subsequent frame.

An object tracking apparatus includes a memory coupled to one or more processors configured to execute programmed instructions stored in the memory including utilizing random projections to represent an object in a region of an initial frame in a transformed space with at least one less dimension. One of a plurality of regions in a subsequent frame with a closest similarity between the represented object and one or more of plurality of templates is identified as a location for the object in the subsequent frame.

The technology provides a number of advantages including providing more effective and efficient methods and apparatuses for tracking objects. This technology reduces the data representation and computational load that would be required by a typical template tracking method by utilizing random projections to represent the object in a lower dimensional space, which reduces both the computational complexity and the storage requirements. With this technology, object localization is achieved in the low dimension space via a template matching procedure.

Additionally, this technology utilizes a template library that captures the object’s appearance at different stages of tracking and provides robustness to these types of changes. In addition, this technology provides a template library update mechanism that ensures that the templates in the library will not suffer from drift. For example, the template library could contain only the random projections of the objects tracked, instead of the full scale images so that it can reside in the main memory. In addition, when a learned distance is applied during the template matching process, techniques that incrementally update the distance metric are utilized in order to model the appearance of the object and increase the discrimination between the object and the background.

This technology also utilizes a hybrid template library with stable templates and hybrid templates that contains appearances of the object during the initial stage of tracking as well as more recent ones to achieve robustness with respect to pose variation and illumination changes. In order to keep the memory requirements low, the hybrid template library uses random projection representations of the object instead of the raw image data for the templates. This technology also can effectively and efficiently handle tracking where occlusion of the tracked object occurs and where there is a handoff between cameras.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an environment with an exemplary object tracking processing apparatus;

FIG. 2 is a flow chart of an exemplary method for tracking objects using random projections, distance learning and a hybrid template;

FIG. 3 is an exemplary diagram of a search pattern for block matching;

FIG. 4 is an exemplary diagram of a search pattern for block matching;

FIG. 5 is an exemplary sequence of image frames as a person moves through a room and changes poses;
FIG. 6 is an exemplary sequence of image frames of a person's face with severe illumination changes; and FIG. 7 is an exemplary sequence of image frames captured by two cameras with overlapping fields of view.

DETAILED DESCRIPTION

An environment 10 with an object tracking processing apparatus 12 is illustrated in FIG. 1. The environment 10 includes the object tracking processing apparatus 12, a template server 14, and a plurality of imaging devices 15(1)-15(n) coupled together by a communications network 16, although the environment can comprise other types and numbers of systems, devices, networks, and elements in other configurations. The technology provides a number of advantages including providing more effective and efficient methods and apparatuses for tracking objects.

The object tracking processing apparatus 12 includes a processor 18, memory storage device 20, a user input device 22, a display 24, and an interface system 26 which are coupled together by bus or other link, although the device may comprise other types and numbers of elements in other configurations.

The processor 18 in the object tracking processing apparatus 12 executes a program of stored instructions for one or more aspects of the present invention as described and illustrated herein, although the processor could execute other numbers and types of programmed instructions. The memory storage device 20 in the object tracking processing apparatus 12 stores these programmed instructions for one or more aspects of the present invention as described and illustrated herein, although some or all of the programmed instructions could be stored and/or executed elsewhere. A variety of different types of memory storage devices, such as a random access memory (RAM) or a read only memory (ROM) in the system or a floppy disk, hard disk, CD ROM, or other computer readable medium which is read from and/or written to by a magnetic, optical, or other reading and/or writing system that is coupled to the processor 18 in the object tracking processing apparatus 12 can be used for the memory storage device 20 in the object tracking processing apparatus 12.

The user input device 22 in the object tracking processing apparatus 12 is used to input selections and data, although the user input device could be used to input other types of information and interact with other elements. The user input device 22 can include a computer keyboard and a computer mouse, although other types and numbers of user input devices can be used.

The display 24 in the object tracking processing apparatus 12 is used to show images and other information to the user. The display 24 can include a computer display screen, such as a CRT or LCD screen, although other types and numbers of displays could be used.

The interface system 26 is used to operatively couple and communicate between the object tracking processing apparatus 12 and the template server 14 over the communication network 16, although other types and numbers of communication networks or systems with other types and numbers of connections and configurations to other types and numbers of systems, devices, and components can be used. By way of example only, the communication network can use TCP/IP over Ethernet and industry-standard protocols, including SOAP, XML, LDAP, and SNMP, although other types and numbers of communication networks, such as a direct connection, a local area network, a wide area network, moderns and phone lines, e-mail, and wireless communication technology, each having their own communications protocols, can be used.

The template server 14 includes a central processing unit (CPU) or processor, a memory, and an interface or I/O system, which are coupled together by a bus or other link, although other numbers and types of network devices could be used. For example, the target signatures could be stored in other types of storage or computing devices and the images could be obtained directly from image capture sensors or other storage devices. Generally, in this example the template server 14 process requests received from the object tracking processing apparatus 12 via communication network 16 for stable and transient templates, although other types of requests and communications for other types of templates and other data could be processed.

The imaging devices 15(1)-15(n) comprise cameras which can be used to capture one or more image frames of an object that is being tracked, although other types and numbers of imaging devices can be used. Additionally, the frames of images being process can be obtained from other sources other than the imaging devices 15(1)-15(n).

Although the object tracking processing apparatus 12, template server 14, and plurality of imaging devices 15(1)-15(n) are described and illustrated herein, other types and numbers of systems, devices, components, and elements in other topologies can be used. It is to be understood that the systems of the examples described herein are for exemplary purposes, as many variations of the specific hardware and software used to implement the examples are possible, as will be appreciated by those skilled in the relevant art(s).

Furthermore, each of the systems of the examples may be conveniently implemented using one or more general purpose computer systems, microprocessors, digital signal processors, and micro-controllers, programmed according to the teachings of the examples, as described and illustrated herein, and as will be appreciated by those ordinary skill in the art.

In addition, two or more computing systems or devices can be substituted for any one of the systems in any example. Accordingly, principles and advantages of distributed processing, such as redundancy and replication also can be implemented, as desired, to increase the robustness and performance of the devices and systems of the examples. The examples may also be implemented on computer systems or systems that extend across any suitable network using any suitable interface mechanisms and communications technologies, including by way of example only telecommunications in any suitable form (e.g., voice and modem), wireless communications media, wireless communications networks, cellular communications networks, G3 communications networks, Public Switched Telephone Network (PSTNs), Packet Data Networks (PDNs), the Internet, intranets, and combinations thereof.

The examples may also be embodied as non-transitory computer readable medium having instructions stored thereon for one or more aspects of the technology as described and illustrated by way of the examples herein, which when executed by a processor (or configurable hardware), cause the processor to carry out the steps necessary to implement the methods of the examples, as described and illustrated herein.

An exemplary method for tracking objects using random projections, online distance learning and a hybrid template will now be described with reference to FIGS. 1-7. In step 100, the object tracking processing apparatus 12 obtains one or more image frames from one or more of the imaging devices 15(1)-15(n) which are analyzed to track an object,
although the image frames can be obtained from other sources and in other manners. If multiple imaging devices $15(1)-15(n)$ are used in network to track the object, the object tracking processing apparatus $12$ the template library described in greater detail below is associated at the handoff with the next one of the imaging devices $15(1)-15(n)$ providing the image frames. This helps to provide a seamless tracking of the object even if multiple imaging devices $15(1)-15(n)$ are involved. In this example the object tracking processing apparatus $12$ is online with the imaging devices $15(1)-15(n)$ to obtain the captured image frames while the object is currently being tracked, although the image frames can be obtained in other manners, such as an offline review of obtained image frames.

In step $102$, the object tracking processing apparatus $12$ utilizes random projections to represent the object in a region of an initial one of the obtained image frames in a transformed space with at least one less dimension. An overview of random projections followed by examples of how they are utilized by the object tracking processing apparatus $12$ are set forth in greater detail below.

With respect to an overview regarding random projections, let $A \in \mathbb{R}^{m \times n}$ be a collection of $m$ observations, $x_i \in \mathbb{R}^n, i = 1, \ldots, N$: Random Projection amounts to multiplying $A$ with a random matrix $R \in \mathbb{R}^{m \times n}$ in order to obtain $B = \sqrt{\frac{n}{m}} A R$. Dimensionality reduction is achieved when $k \ll n$. Given $1 \leq \varepsilon \leq 0$, and integers $n$ and $k$, then for every set $P$ of $n$ points in $\mathbb{R}^d$ there exists a Lipschitz function $f: \mathbb{R}^d \rightarrow \mathbb{R}^n$ such that for all $x, y \in \mathbb{P}$:

$$
(1-\varepsilon)\|x-y\|^2 \leq |f(x) - f(y)|^2 \leq (1+\varepsilon)\|x-y\|^2
$$

(1)

If $k \approx O(e^{-2\log n})$, then the Johnson-Lindenstrauus (JL) lemma states that all the pairwise distances will be preserved up to an error factor.

An efficient method for dimensionality reduction using the JL lemma employs a random matrix $R$ whose elements are drawn i.i.d. from a zero mean, bounded variance distribution. There are various choices for the random matrix. A random matrix with elements generated by a normal distribution $r_i \sim N(0,1)$ is one of the simplest in terms of analysis. One advantage with this type of random projection is its modest computational complexity due to the dense nature of the projection matrix. The use of sparse projection matrices has been suggested with elements drawn i.i.d. as:

$$
r_{ij} = \sqrt{\frac{1}{N}}|
\begin{array}{c}
1 \\
0 \\
-1
\end{array}|egin{array}{c}
\text{with probability } 1/6 \\
\text{with probability } 2/3 \\
\text{with probability } 1/6
\end{array}
$$

Sparse random projections offers a threefold reduction by discarding two thirds of the data. A method for achieving a $\sqrt{n}$ fold increase in speedup with a small penalty in the preservation of the pairwise distances. In the example described herein, sparse random projections are used by the object tracking processing apparatus $12$.

Random projections utilized by the object tracking processing apparatus $12$ may be viewed as a representation method that combines very interesting characteristics such as principal components analysis (PCA), preserving the structure of the input data.

Another benefit of using random projections in the object tracking processing apparatus $12$ is that using random projections as soon as the image is captured, or even directly capturing random projections with one or more of the imaging devices $15(1)-15(n)$, provides some level of privacy since both the object and the model are described using random projections. Even though the original images can still be recovered from the random projections, the recovery is much more difficult if the random projection matrix is not known.

When utilizing random projections for tracking in the object tracking processing apparatus $12$ the choice of features in not as important as the number of features. This is significant for constrained environments, such as mobile and embedded vision systems, where elaborate feature extraction may not be feasible due to the imposed limitations. The random projections transformation can be applied to reduce the dimensions of any type of vectorizable features when used for tracking in the object tracking processing apparatus $12$.

In step $104$, the object tracking processing apparatus $12$ identifies one of a plurality of regions in a subsequent frame with a closest similarity between the represented object and one or more of the plurality of templates obtained from a template server $15$ as a location for the object in the subsequent image frame, although other manners for identifying the location and other manners for obtaining the templates can be used. An overview of template matching followed by examples of how they are utilized by the object tracking processing apparatus $12$ are set forth in greater detail below.

Exhaustively searching the full image for a block that exhibits high similarity with the object being tracked is extremely computationally demanding, and is not suitable for a resource constrained system. Exemplary embodiments of this technology operate under a smooth motion assumption, i.e. the object’s location in the next image frame will be adjacent to the location in the previous frame so that, for most cases, only a small region has to be searched. Another assumption with the exemplary embodiments of this technology described herein is that the similarity increases monotonically as the candidate region approaches the true location. With these assumptions taken into consideration, the exemplary embodiments of this technology described herein can provide significant reduction of computational cost.

In this example, a simple block matching technique that combines accuracy with low computational complexity is used by the object tracking processing apparatus $12$. Let $I(X:t+1)$ be the candidate image regions in the current time instance $t+1$ respectively and $X$ be the coordinates vector. The image regions are assumed to have been transformed in a vector representation. $I(X:t+1)$ is defined to be the random projections of $I(X:t+1)$ and $M = \{M_i\} = 1, \ldots, m$ to be the object’s template library that is discussed in the next section. The goal of the block matching with the object tracking processing apparatus $12$ is to minimize the following error function:

$$
\epsilon(X) = \min_{r \in \mathbb{R}^{m \times n}} D(I(X:t+1), M_r)
$$

(2)

In this equation, $D$ is a distance metric that indicates the similarity between different image patches. Different choices for the distance metric are discussed below. The minimization problem can be solved analytically by using an iterative optimization method, such as gradient descent, by the object
tracking processing apparatus 12. In order to solve the equivalent discretized problem, a selection of how to model the gradient is made with the object tracking processing apparatus 12. If the gradient is coarsely approximated, i.e. using a large step size value, the method will converge faster but the solution may lack accuracy. If a small value is selected, more iterations will be necessary but the solution will exhibit higher accuracy.

A practical approximation of the minimization is performed by the object tracking processing apparatus 12 as follows. First, the object tracking processing apparatus 12 centers the search window at the location of the object in the previous frame. Assuming that all the candidate regions are normalized and randomly projected, the object tracking processing apparatus 12 calculates the inner products of the 4- or 8-neighbor candidate image regions, as shown in Fig. 3, with the template library. The neighbor region with the higher score is set as the center of the search window in the next iteration by the object tracking processing apparatus 12. If higher accuracy is required the candidate image regions can overlap. The process executed by the object tracking processing apparatus 12 stops when the central region achieves the highest score.

Techniques for fast block matching with the object tracking processing apparatus 12 in these examples include three-step search, cross-search and diamond search. The goal of these methods is to locate the block with the minimum distance to the original block without being trapped in local minima. The distance is usually measured in terms of distortion where metrics include mean-square error (MSE), sum-of-absolute differences (SAD) and mean absolute differences (MAD).

As an example, the exemplary technology described herein can use three different distance metrics for measuring the similarity between the images in the template library and the candidate image regions. These methods are the inner product, the kernel trick and a learned distance. Each method poses its own advantages and disadvantages that are mostly related to the relationship between accuracy, robustness and computational complexity. The methods are mathematically expressed as similarities between image regions but they can be extended to similarities between regions and templates from the template library as discussed next.

The first proposed metric is the inner product between random projections. The inner product is as a generic and lightweight distance metric for template matching. Let \(I(X; t+1)\) and \(I(X; t+1)\) be the image regions and their corresponding random projections as before. Using the inner product, the object windows in the next frame is found by maximizing:

\[
\hat{X} = X + \Delta X = \min_{X + \Delta X} \min_{t = 1 \ldots p} d_S[I_t(X + \Delta X), M_t]
\]

where \(S\) is the search region which can be specified by the user. The extent of the search region involves a tradeoff, especially for resource constrained systems. A small region will cause the method to fail when the object exhibits fast motion, whereas a large search region will introduce latency to the system. Normalization of the input vectors to zero mean and unit variance can be performed for the purpose of achieving invariance to changes in illumination. When the input vectors are normalized, the inner product corresponds to evaluating the cosine of the angle formed by the vectors. In that sense, this example of the method utilizes an angle based metric that selects the image region corresponding to the smallest angles with the templates.

The inner product could be extended by the kernel trick. Examples of the Kernel trick include the polynomial

\[K(x, y) = (1 + x^T y)^d\]

and the Gaussian

\[K(x, y) = e^{-\frac{1}{2\sigma^2}||x-y||^2}\]

and the in this case the new location is found by solving:

\[
\hat{x} = X + \Delta X = \arg \max_{x + \Delta X} K(I(x + \Delta X; t+1), \hat{y}(x; t))
\]

The advantage of the Kernel trick is that the similarity between images is estimated in a higher dimensional space and can thus be more robust to changes in the object’s appearance. The benefit of robustness comes with a moderate additional cost in terms of computational complexity.

Although the inner product and the Kernel trick are lightweight metrics and can be used for object tracking in resource constrained environments, they are generic and, as a result, may fail to capture characteristics that could provide more discriminating power in cases where the background and the object exhibit similar characteristics. On the other hand, distance metric learning (DML) for similarity estimation has been extensively studied in the field of image retrieval and object recognition. The goal in supervised DML is to discover a distance metric that satisfies the constraints imposed by class labels i.e. keep the data points from the same class close and the data points from different classes far apart.

In supervised DML, the objective by the object tracking processing apparatus 12 is to learn a new distance that will satisfy the pairwise constraints that are imposed by the class label information. The new distance metric can be expressed as either a Mahalanobis-like distance or equivalently as a linear transformation of the input data. Formally, the distance between two data points \(x\) and \(y\) \(x \in \mathbb{R}^n\) is given by

\[d(x, y) = \|x - y\|^2 G(x, y)\]

where \(G(x, y)\) is the distance matrix. Alternatively, the matrix \(G\) can be decomposed as \(G = L^T L\) in which case the previous equation becomes

\[d(x, y) = (L(x-y))^T L(x-y)\]

and the new distance is given by the Euclidean distance of the linearly transformed data. A well known approach in distance learning utilized the inverse of the covariance matrix as the matrix \(G\). However, modern approaches only require that the matrix \(G\) is positive semidefinite since this property guarantees that the new distance will satisfy the requirements for a proper metric i.e. triangular inequality, non-negativity and symmetry.

The objective of distance metric learning is to learn a new distance function such as

\[d(x, y) = \text{when label}(x) = \text{label}(y)\]

and

\[d(x, y) = \text{when label}(x) \neq \text{label}(y)\]

When the learned distance is used, the objective of template matching is to locate the region that minimizes the following equation
In step 106, before proceeding to step 110 the object tracking processing apparatus 12 determines whether to update the template library. If in step 106, the object tracking processing apparatus 12 decides to update the template library, then the Yes branch is taken to step 108 to update the template library. In this example, even if the Yes branch is taken from step 106 to step 108, the object tracking processing apparatus 12 also proceeds to step 110 to provide the location of the tracked object in the subsequent image frame while the template library is updated.

Referring back to step 108, the object tracking processing apparatus 12 updates the one or more transient templates in the plurality of templates with an updated template based on the represented object. An overview of template matching followed by examples of how they are utilized by the object tracking processing apparatus 12 are set forth in greater detail below.

In step 112, the object tracking processing apparatus 12 updates the learned distance metric using positive and negative examples. Positive examples are collected at/near the object’s estimated location, while negative examples correspond to regions further away from the object’s estimated location. Exemplary embodiments of this technology described herein provide a lightweight template update method based on random projections. Instead of comparing with the object tracking processing apparatus 12 a candidate region with a single template, either from the first frame or any previous one, a library of templates is maintained. The template library includes two types of templates and in this example is stored in template server 14, although the templates could be stored in other locations, such as in memory of the object tracking processing apparatus 12 or obtained in other manners.

The stable templates stored in the library exhibit little variation of the object’s appearance. For example, stable templates can be obtained during the beginning of tracking or as soon as an object detector, that will confidently identify the object, is applied. The transient templates stored in the library correspond to more recent observations of the object. The transient templates are updated by solving a simple optimization problem with the object tracking processing apparatus 12 that tries to increase the discriminative ability of the library while providing robustness to drift. By combining templates from the beginning of the tracking with more recent ones with the object tracking processing apparatus 12, the library will contain enough variation so that it can capture changes of the object’s appearance during tracking while avoiding the problem of drifting away from the initial estimate. In both cases, the library contains the random projections of the objects appearance thus minimizing the storage requirements.

In addition to the template library, an update mechanism can be applied by the object tracking processing apparatus 12 with regards to the distance metric. Two approaches are considered. In the first approach, the distance metric is updated in a fashion that encompasses all the appearances that are included in the template library, both stable and transient. In another approach, the distance metric update mechanism is applied such that the distances between the templates (intradistances) are smaller compared to the distances between templates and background regions collected near the estimated location of the object, but not containing the object (inter-distances).

Most template based tracking methods assume that the object is detected in the first frame, and use some metric to identify its location in subsequent frames. The assumption is that the object will remain relatively unchanged during the course of tracking. However, changes in the object’s appearance may cause the failure of the tracker. Template update is employed by the object tracking processing apparatus 12 so that the object’s model is consistent with the object’s appearance during tracking. Template update is a challenging task because of its conflicting requirements. While the model should be updated often to keep up with the changes in the appearance of the object, occlusions, misalignments and clutter can lead to failure of the model if it is constantly updated.

A problem related with model template update is drift. Drift occurs when slight misalignments of the object’s location propagate through the template update and result in a template that is inconsistent with the object that is tracked. In order to overcome this problem, the exemplary technology described herein utilizes various methods that use representations that offer robustness to possible changes of the object’s appearance during tracking. These methods can be roughly divided into two categories: the ones that use off-line training in order to generate a representative model and the ones that generate a model of the target on-line i.e. during the course of tracking. In the interest of robustness, the benefits of having an accurate model of the object outweigh the increase in complexity imposed by the additional functionality. Changes in illumination and camera motion are examples of shortcomings of static model tracking that a template update tracking can overcome.

In order to deal with these issues, a hybrid template library is used by the object tracking processing apparatus 12, where some of the templates represent the target during the initial phase of tracking and some represent most recent appearances of the target. The stable templates exhibit little variation of the object’s appearance. They can be obtained during the beginning of tracking or as soon as an object detector, that will confidently identify the object, is applied. The transient templates correspond to more recent observations of the target. By combining templates from the beginning of the tracking with more recent ones, the library will contain enough variation so that it can capture changes of the objects’ appearance during tracking while avoiding the problem of drifting away from the initial estimate.

The transient templates can be obtained in various ways. One method is to keep the templates that correspond to the last h frames with the object tracking processing apparatus 12. This simple method is computationally attractive, but, similarly to other methods that only consider the last h frames, it fails to capture the object’s appearance that occurred in prior instances. In order to tackle this shortcoming, a slightly more complex method may be used by the object tracking processing apparatus 12.

At frame t, the distance between the template library and the current template is given by:

\[ d(l(X; t, M)) = \min_{t' \in T} \| l(X; t) - M \|_2 \]
sient section of the library, with the new template and update the list of distances associated with the transient templates \( d_{\text{trans}} \).

The reasoning behind removing the template with the smallest distance is that templates similar with the ones that are already included in the library provide limited discriminative ability. In contrast, a large distance is a good indicator that the current template should be included in the library. When the distance is above a threshold though, it indicates that there is an occlusion as it is discussed in the next section.

In order to provide more robustness to the object tracking when a learned distance is used, the object tracking processing apparatus 12 updates the distance metric in addition to the template library. Two approaches are suggested by the object tracking processing apparatus 12 for the update of the distance metric. The first one updates the learned distance so that it will be consistent with the appearance is the template library. The second approach updates the distance metric such as the distances between the region that contains the object and regions of the background that are spatially close to the object's location is increased.

In this example, the objective of online distance metric learning is to update the distance matrix \( G \) so that

\[
\begin{align*}
    d_{\text{GL}}(x, y) &= \gamma & \text{if } \text{label}(x) = \text{label}(y) \\
    d_{\text{GL}}(x, y) &= \delta & \text{if } \text{label}(x) \neq \text{label}(y) \\
    G &> 0
\end{align*}
\]

Where \( \gamma \) and \( \delta \) are appropriate constants that will keep the large margin between similar and dissimilar data points and could be the same to the constants \( u \) and \( v \) in Eq. 9 and 10 respectively. Techniques, such as exact and approximate gradient descent of appropriate loss functions, can be used for the achievement of this goal.

In the context of tracking, the goal of online distance metric learning by the object tracking processing apparatus 12 is to increase the similarity between elements of the templates library and to decrease the similarity between the regions that contain the object and the spatially neighboring background regions. Following the previous notation, let \( l(X; t) \) be the random projection of the description of the image region that contains the object, \( M = [M_1, \ldots, M_m] \) the template library and \( l(X; t) \) where \( j = \{1, \ldots, c\} \) are the random projections of image regions that are close to the true location \( X \) but do not contain the target. Then, the objective of online distance metric is:

\[
\begin{align*}
    d_{\text{GL}}(l(X; t), M) &= \gamma & \text{if } \text{label}(x) = \text{label}(y) \\
    d_{\text{GL}}(l(X; t), l(X; t)) &= \delta & \text{if } \text{label}(x) \neq \text{label}(y) \\
    G &> 0
\end{align*}
\]

If back in step 106, the object tracking processing apparatus 12 determines the template library should not be updated, then the No branch is taken to step 110 without updating the template library at this time. The object tracking processing apparatus 12 may for example determine the template library should not be updated when an occlusion occurs as described in greater detail below.

Another advantage of the present invention is handling of occlusions by the object tracking processing apparatus 12. The challenge in occlusion handling lies in how to differentiate between expected changes in the object’s appearance and unexpected object occlusion. Different poses of a human face represent an example of expected change. In this case, the new pose needs to be included into the template library by the object tracking processing apparatus 12. An example of an unexpected change is the occlusion of the face by a hand, in which case the object’s model should not be updated by the object tracking processing apparatus 12.

To identify occlusion with the object tracking processing apparatus 12, a measurement of the distance between the object’s model and the candidate object is obtained. Extending eq. (5), let \( \mathbf{M} \) be the template library and \( \mathbf{J} \) the (estimated) object in the current frame. Occlusion is detected if

\[
d(J(t), \mathbf{M}) = \sum_{j=1}^{m} |J(t) - M_j|_2 > T
\]

where \( T \) is a threshold. In these experiments, a predefined threshold was used in order to keep the computational complexity low. However, the threshold could also be based on the values of the large margin requirement of the distance metric learning. For example, we could set

\[
T = \frac{u + \varepsilon}{2}
\]

where \( u \) and \( \varepsilon \) are the margins in Eq. 7 and Eq. 8.

When occlusion is detected, the object tracking processing apparatus 12 stops updating the model and the object’s location. As soon as the distance falls below the threshold, the tracking by the object tracking processing apparatus 12 continues by updating the model and the object’s location.

An issue that may rise by halting the object’s tracking is that, when tracking resumes, the object may be further away from its previous known location. In order to compensate for the larger distance between the object’s previous location and the current one, the block matching’s search range is doubled by the object tracking processing apparatus 12 until the object is found again, in which case the search window is restored back to its original range in order to support the low computational complexity of the method.

In step 110, the object tracking processing apparatus 12 provides the location of the tracked object in the subsequent image frame. Accordingly, as illustrated and described in the examples herein this technology provides a method for tracking objects based on random projections which offers the benefits of fast, low-complexity transformation of the input data into accurate and computationally attractive representations. Random projections are used for the generation of a template library that describes the object’s appearance and achieves robustness under pose variations. Further, the random projections model is used with this technology for reliable handoff between different cameras with partially overlapping fields of view. This method is tailored to the limited processing capabilities of smart cameras by requiring reduced network bandwidth during camera handoff and low memory requirements for the template library maintenance.

Experimental results indicate this technology can maintain robust tracking under varying object pose and across camera views while using limited resources, a benefit for embedded vision systems.

Exemplary Experiments:

By way of example only, this method was tested in various scenarios. The images were 320x280 pixels resolution and an object of the size of 50x50 pixels was tracked. Random pro-
projections reduced the input vector from 2500 (50×50) to 700 elements vectors. The template library has 16 frames of both stable and transient templates. In this example, the inner product was used as the distance metric although the previously mentioned metrics can also be used.

The first test sequence, shown in FIG. 4 is part of the “Motivis-Toni” sequence and shows a person moving through a room while he changes his pose from frontal view in frame 84 to profile view in frame 106 and back to frontal view in frame 190.

The second test sequence, shown in FIG. 5, is part of the “Dudeck” sequence and tracks the face of a man sitting and turning his head while he is recorded by a slowly moving camera. The proposed method is robust to both small egomotion and changes in pose observed in frames 3 to 173, occlusion in frame 206 and small changes in the object’s appearance in frames 223 to 492.

The third test sequence is presented in FIG. 6 and is a small part of the “Motivis Toni change illumination” sequence. The method correctly tracks the face despite the severe illumination changes.

The final test sequence, shown in FIG. 7, was captured by two cameras with overlapping fields-of-view. The top two rows correspond to the first camera and the remaining to the second camera. The transition between the two cameras is performed without any degradation in tracking accuracy by communicating the template library that was generated in the first camera to the second camera. No additional calibration between the cameras was performed.

Having thus described the basic concept of the invention, it will be rather apparent to those skilled in the art that the foregoing detailed disclosure is intended to be presented by way of example only, and is not limiting. Various alterations, improvements, and modifications will occur and are intended to those skilled in the art, though not expressly stated herein. These alterations, improvements, and modifications are intended to be suggested hereby, and are within the spirit and scope of the invention. Additionally, the recited order of processing elements or sequences, or the use of numbers, letters, or other designations therefore, is not intended to limit the claimed processes to any order except as may be specified in the claims. Accordingly, the invention is limited only by the following claims and equivalents thereto.

What is claimed is:

1. A method for tracking a location of an object in a sequence of images, the method comprising the steps of: representing the object in a current image of the sequence of images with an object template which comprises an image patch window covering an object region, wherein the sequence of images comprises previous, current, and subsequent images; representing the current and previous object templates in a dictionary of object templates; representing a candidate region in the subsequent image with one or more of a plurality of candidate windows corresponding to regions in the subsequent image on and around the location of the object in the current image; representing the background of the current image with a dictionary of background templates comprised of a plurality of windows located around the object template; computing a distance between the candidate windows and the object templates, using a learned distance metric based on the characteristics of the object templates and background templates; finding a winner candidate window that has the minimum learned distance from at least one of the object templates and selecting the winner candidate window location as the location of the object in the subsequent image; and updating the dictionary of object templates by incorporating the winner candidate.

2. The method as set forth in claim 1 wherein the learned distance metric is determined using Kullback-Leibler divergence information theoretic metric learning.

3. The method as set forth in claim 1 wherein the learned distance metric is computed in real-time.

4. The method as set forth in claim 1 wherein one or more of the object templates, background templates, and candidate windows are represented in a data space of reduced dimensionality obtained by representing each with a local descriptor and applying random projections transformation on the descriptor data.

5. The method as set forth in claim 1 wherein the dictionary of object templates comprises one or more stable templates and one or more transient templates, such that the stable templates are obtained by application of an object detector and transient templates are updated using information from the winner candidate windows.

6. The method as set forth in claim 1 further comprising identifying that an occlusion of the object has occurred when the computed distance is above a threshold, wherein the updating of the dictionary of object templates and background dictionary is discontinued when the occlusion is identified.

7. A non-transitory computer readable medium having stored thereon instructions for tracking a location of an object in a sequence of images comprising machine executable code which when executed by at least one processor, causes the processor to perform steps comprising: representing the object in a current image of the sequence of images with an object template which comprises an image patch window covering an object region, wherein the sequence of images comprises previous, current, and subsequent images; representing the current and previous object templates in a dictionary of object templates; representing a candidate region in the subsequent image with one or more of a plurality of candidate windows corresponding to regions in the subsequent image on and around the location of the object in the current image; representing the background of the current image with a dictionary of background templates comprised of a plurality of windows located around the object template; computing a distance between the candidate windows and the object templates, using a learned distance metric based on the characteristics of the object templates and background templates; finding a winner candidate window that has the minimum learned distance from at least one of the object templates and selecting the winner candidate window location as the location of the object in the subsequent image; and updating the dictionary of object templates by incorporating the winner candidate.

8. The medium as set forth in claim 7 wherein the learned distance metric is determined using Kullback-Leibler divergence information theoretic metric learning.

9. The medium as set forth in claim 7 wherein the learned distance metric is computed in real-time.

10. The medium as set forth in claim 7 wherein one or more of the object templates, background templates, and candidate windows are represented in a data space of reduced dimensionality obtained by representing each with a local descriptor and applying random projections transformation on the descriptor data.
11. The medium as set forth in claim 7 wherein the dictionary of object templates comprises one or more stable templates and one or more transient templates, such that the stable templates are obtained by application of an object detector and transient templates are updated using information from the winner candidate window.

12. The medium as set forth in claim 7 further comprising identifying that an occlusion of the object has occurred when the computed distance is above a threshold, wherein the updating of the dictionary of object templates and background dictionary is discontinued when the occlusion is identified.

13. An object tracking apparatus comprising:

one or more processors;

a memory coupled to the one or more processors, the one or more processors configured to execute programmed instructions stored in the memory comprising:

representing the object in a current image of the sequence of images with an object template which comprises an image patch window covering an object region, wherein the sequence of images comprises previous, current, and subsequent images;

representing the current and previous object templates in a dictionary of object templates;

representing a candidate region in the subsequent image with one or more of a plurality of candidate windows corresponding to regions in the subsequent image and around the location of the object in the current image;

representing the background of the current image with a dictionary of background templates comprised of a plurality of windows located around the object template;

computing a distance between the candidate windows and the object templates, using a learned distance metric based on the characteristics of the object templates and background templates;

finding a winner candidate window that has the minimum learned distance from at least one of the object templates and selecting the winner candidate window location as the location of the object in the subsequent image; and updating the dictionary of object templates by incorporating the winner candidate.

14. The apparatus as set forth in claim 13 wherein the learned distance metric is determined using Kullback-Leibler divergence information theoretic metric learning.

15. The apparatus as set forth in claim 13 wherein the learned distance metric is computed in real-time.

16. The apparatus as set forth in claim 13 wherein one or more of the object templates, background templates, and candidate windows are represented in a data space of reduced dimensionality obtained by representing each with a local descriptor and applying random projections transformation on the descriptor data.

17. The apparatus as set forth in claim 3 wherein the dictionary of object templates comprises one or more stable templates and one or more transient templates, such that the stable templates are obtained by application of an object detector and transient templates are updated using information from the winner candidate window.

18. The apparatus as set forth in claim 13 further comprising identifying that an occlusion of the object has occurred when the computed distance is above a threshold, wherein the updating of the dictionary of object templates and background dictionary is discontinued when the occlusion is identified.